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Department of Computer Science - Natural Language Processing Lab

NLP@VCU: Crop Characteristic Extraction Framework

Introduction

laaAgDataNER is an annotation tool for
named entity recognition. A custom trained
SpaCy model suggests entities to the
annotators, and our aim was to build out that
model’'s infrastructure and improve its
predictive abillities.
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o )
, susceptible to the Great Plains Biotype of Hessian fly [Mayetiola destructor (Say)], and to greenbug Biotype E [Schizaphis graminum
Rondani)]. Bill Brown is resistant to Russian wheat aphid Biotype 1 and susceptible to . Resistance to Russian wheat aphid Biotype 1
Brown is conditioned by the Dn4 resistance gene from the Yumar parent.
Field Performance
Bill Brown was tested at 32 trial locations of the Colorado Dryland UVPT during 2005 (10 locations), 2006 (11 locations), and 2007 (11 locations) (Table 2). In the combined
analysis across years, grain yield of Bill Brown was second highest in the trials, statistically similar to Hatcher,

‘Bond CL’ (PI 639924, Haley et al., 2006), Ripper, m (PI 648007), and ‘Infinity CL’ (PI 639922; Baenziger et al., 2006). In these analyses, Bill Brown also showed
relatively high grain volume weight, slightly less than ‘NuGrain’ (PI 643090) and ‘Danby’ (PI 648010), but statistically similar to other cultivars known to have high grain
volume weight, including Trego, Goodstreak (PI 632434, Baenziger et al., 2004), and Jagalene.

Bill Brown was tested at nine locations of the Colorado IVPT during 2005 (three locations), 2006 (three locations), and 2007 (three locations) (Table 3). In the combined
analysis across years, grain yield of Bill Brown was the highest in the trials, statistically similar to Bond CL and ‘TAM 111’ (PI 631352, [EaZaf et al., 2004). Grain volume
weight of Bill Brown in these trials was also high, statistically similar to NuGrain, Jagalene, Platte (PI 596297), TAM 111, and Hatcher.

Bill Brown was tested in the 2006 and 2007 SRPN. Across locations in the High Plains region, Bill Brown was the 10th highest yielding entry in the trial in 2006 (nine
location mean yield 2410 kg ha—1; 50 total entries) and the

Table 2. Grain yield and grain volume weight for hard red winter wheat cultivar Bill Brown and other cultivars tested in dryland (nonirrigated) Colorado Uniform Variety
Performance Trials (2005-2007). Cultivars are ranked according to the average grain yield across environments.
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Entity Expansion

The model would often miss adjectives
describing nouns, so using SpaCy’s part of
speech tagger, we created a post
-processing entity expansion step.
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Evaluation Framework

We implemented a 5-fold cross validation
wrapper for SpaCy custom model training to
take full advantage of the small dataset
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Conclusion

The preliminary results show that using
pre-trained word embeddings and entity
expansion improves the custom spaCy
model. Glove 6B trained on Wikipedia and
Gigaword appears to be the best pre-trained
word embedding for the model. However,
more data is required to fully analyze the
system. Future work includes:

e Annotate more data to evaluate model
e Consider more post-processing steps
e Configure a CRF layer
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