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Figure 171: First derivatives of PDDs measured with the IBA CC25 cylindrical IC for the Elekta Precise 6 and 
25 MV beams at a 10×10 cm2 field.  The grey dashed line marks the DeICERS. 

Figure 172 shows the relative dose gradients for the IBA CCRK.  The CCRK is a 

scanning IC that has an uncommonly thick wall, like the wall of the Exradin A1SL or A14SL, 

and no hemispherical cap.  Scans for all three beam energies exhibit gradient peaks at 3.45 mm, 

which is 0.025 mm from the DeICERS.  This difference is well within measurement uncertainty. 
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Figure 172: First derivatives of PDDs measured with the IBA CCRK cylindrical IC for the Elekta Precise 6, 10, 
and 25 MV beams at a 10×10 cm2 field.  The grey dashed line marks the DeICERS. 
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Figure 173: First derivatives of PDDs measured with the PTW 233642, serial number 1026, cylindrical IC for 
the Elekta Precise 6 and 25 MV beams at a 10×10 cm2 field.  The grey dashed line marks the DeICERS. 
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Figure 174: Second derivatives of the PDDs measured with the PTW 233642, serial number 1026.  The second 
derivative peaks are consistent with beam energy and 0.02 mm from the DeICERS. 

PDDs are measured for two PTW 233642 IC types, serial number 1026 and 396, 

respectively.  The PTW 233642 has nominally been replaced by the PTW 31010.  Scan gradients 

for the IC with serial number 1026 are shown in Figure 173.   Gradient peaks differ by 0.1 mm 

but only the 6 MV peak occurs within measurement alignment uncertainty of the DeICERS.  The 

25 MV peak occurs within two measurement steps of the DeICERS.  Second derivative plots for 

the IC serial number 1026 are shown in Figure 174.  Both second derivative peaks occur at the 

same location, 0.02 mm from the DeICERS.  This difference is within alignment uncertainty.  

The relative dose gradients of the scans with IC serial number 396 are shown in Figure 175.  As 

observed with IC serial number 1026, the gradient peak from the 6 MV scan occurs near the 
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DeICERS within total measurement alignment uncertainty.  The higher energy gradient peaks, 

however, are only located 0.1 mm, or 1 measurement step, deeper in the water than the gradient 

peak from the 6 MV scan. 

 

Figure 175: First derivatives of PDDs measured with the PTW 233642, serial number 396, cylindrical IC for the 
Elekta Precise 6, 10, and 25 MV beams at a 10×10 cm2 field.  The grey dashed line marks the DeICERS. 

4.6 Conclusions 

PDD measurements should be taken from depth in water toward the water surface.  Scan 

speed and resolution can be chosen to optimize the tradeoff between required measurement time 

and required accuracy for a given user.  For the highest possible accuracy from an available 

scanning system, scans should be performed at the finest spatial resolution possible using the 

system.  The signal-to-noise ratio achieved by using a sampling rate of 4 s/pt. with the scanning 
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systems used in this work should be sufficient for most measurements with cylindrical ICs but 

parallel-plate IC measurements require 10 s/pt. sampling resolution near the water surface.  

Spatial and sampling resolution requirements can be relaxed away from the water surface.  

Cylindrical ICs are considerably more robust against angular offsets with respect to the water 

surface than are parallel-plate ICs.  Water evaporation must be tracked at the level of accuracy 

required by a given user.  The 0.075 mm/hr. water evaporation rate computed in this work causes 

the water surface to shift by a 0.1 mm measurement step every 75 minutes.  If the evaporation 

rate in another clinic is slower, or the scanning resolution used is coarser, more time can elapse 

between water surface location checks.  Care must be taken if scanning with a parallel-plate IC 

through the water surface to allow enough time for water to drip away from the IC front face in 

air.  If water does not drip away from the IC front face, the IC surface must be dried and the 

measurement should be repeated from air to the water surface.  Measured gradient peak location 

is robust against changes in radiation field parameters and bias voltage polarity.  The gradient 

peak occurs at the DeICERS when scanning from water to air. The increased sensitivity of the 

NRC scanning system relative to the IBA Blue Phantom shows small discrepancies, within 

overall error, in measured gradient peak locations from each DeICERS that are not observed 

using standard clinical equipment.  Using the NRC system, 16/30 (53.3%) measured gradient 

peaks are within one measurement step of the DeICERS, while 27/30 (90%) are within two 

measurement steps of the DeICERS.  The errors observed using the NRC scanning system, 

however, are not large enough to affect typical clinical PDD scanning. 
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5 Prototype Depth-Ionization Scanning Protocol 

It is the aim of this chapter to provide a generalized protocol for depth-ionization 

scanning that can be followed by a given user to ensure that his or her IC alignment to the water 

surface is of sufficient accuracy for his or her purposes.  The general protocol will be discussed 

first.  Following the general protocol, the scanning protocol followed to acquire PDD data at 

VCU as a part of this thesis will be discussed as an example. 

5.1 General Scanning Protocol 

A flow diagram of the proposed scanning protocol is shown in Figure 176.  The first step 

to performing depth-ionization measurements is to align the IC to the water surface.  It is 

assumed that the IC can be aligned by eye to the water surface within the dimension of the IC 

outer radius.  Following the IC alignment method recommended by AAPM TG-106 (Das et al., 

2008), shown in Figure 5, should refine the visual alignment, minimizing the necessary amount 

of future correction.  Provided that the IC is at least this well-aligned, the process starts by taking 

a 6 MV scan at the standard field size (10×10 cm2 for conventional therapy-class accelerators) 

from at least 3.5 cm depth in water to 2 cm above the surface in air at the “regular” resolution the 

user would select for depth-ionization scanning.  An inflection will be produced in the resulting 

PDD as the IC emerges from water into air.  If the scan is taken with a parallel-plate IC, the IC 

must be inspected for water pooling on the IC face.  If water is observed on the IC face, the IC 
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must be dried by gently dabbing the IC face with a paper towel without force such that the IC is 

not disturbed and the in-air portion of the scan should be repeated from air to the water surface.   

 
 

Figure 176: Proposed scanning protocol flow diagram. 

If there is previously acquired reference data available for the radiation field conditions 

and IC used in the previous scan, this reference data may be used for comparison in what is 

described as “Method C” in Figure 176.  For the purposes of this protocol, a reference scan must 

have been acquired since the date of the last annual QA accelerator test.  The reference scan must 

have been acquired from at least 2 mm greater than the DeICERS in water to at least 1 mm 

above the water surface in air at 0.1 mm resolution.  To be considered a reference scan, the data 

must also have been acquired at ≥4 s/pt. sampling resolution.  It is not assumed that most users 

will have data previously acquired under these conditions.  If, however, such data exists, the 
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newly measured curve may be shifted to the reference curve by minimizing the root-mean 

squared (rms) error between the two.  Assuming similar normalization of the two curves, this 

should constitute shifting the measured curve along the depth axis to match the reference curve.   

If reference data exists that was acquired under identical radiation field conditions with 

an IC similar to the one being used (e.g., IBA CC25/Exradin A12S), the user may choose to shift 

the measured curve to this reference curve, under “Method B” in Figure 176.  In this situation, 

the rms error minimization should consider only the data acquired at depths greater than 1 mm 

beyond the IC outer radius.  By considering only these points in the comparison, IC size-related 

effects on the depth-ionization data are minimized.   

If no reference data exists, as will presumably most often be the case, the user should 

follow the preferred “Method A” of Figure 176.  The user must compute the depth-ionization 

gradient and determine the gradient peak location.  As has been shown in this thesis, the gradient 

peak will occur at the DeICERS.  For cylindrical ICs, this depth is the IC outer radius.  For 

parallel-plate ICs, this depth is the leading edge of the entrance window. If the gradient peak is 

not resolved to within 1.5 times the desired scan precision, a new scan should be conducted from 

2 mm deeper than the apparent gradient peak location to 2 mm shallower than the apparent 

gradient peak location. This scan should be performed at finer spatial resolution and with 

increased sampling time.  By decreasing the scan step size and increasing the signal sampling per 

point, the gradient peak should be successfully resolved. If the gradient peak location deviates 

from the DeICERS, IC alignment must be shifted to the proper location, which must be visually 

confirmed.  Scans can then be performed at “regular” resolution again, knowing that the IC is 

well-aligned.  Note that water evaporation will affect the surface location over time.  If 

measurements are to be acquired over a long period, the alignment procedure should be followed 
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periodically to ensure proper alignment to the changing water surface location.  “Method B” may 

be suitable for this purpose.  For best results, the alignment procedure should also be followed 

after each time the IC and/or water tank setup is physically altered.  For scans performed for an 

arbitrary field size or beam energy, scans should go to ≥10 mm beyond the water surface in air 

and the gradient peak location should be compared with the DeICERS.  With correct alignment, 

the gradient peak should occur within the measurement step size of the DeICERS. 

5.2 Virginia Commonwealth University Implementation 

Initial scans at VCU as a part of this thesis are performed in three pieces.  The in-water 

and in-air pieces are measured at 1 mm spatial resolution while the middle section in which the 

IC reaches the water surface is measured at 0.1 mm resolution.  In this initial scan, 50 samples at 

each depth are taken from 50 mm below the water surface to 20 mm above the water surface in 

air in step-by-step mode at 1 mm resolution over a 1 s time interval.  The IC is then fully 

submerged in water and a second scan is acquired over the same depth range around the 

DeICERS as the middle portion of the initial scan, e.g., 5 to -1 mm.  In the second scan, more 

samples are acquired at each depth.  For a cylindrical IC scan, 200 samples are typically taken at 

each depth over 4 s.  A sampling resolution of 10 s/pt., yielding 500 samples at each depth, is 

generally used for parallel-plate IC scans.  The middle section of the original scan is then cut out 

and the scan with higher sampling resolution is pasted into the original scan.  This combined file 

is then saved separately from the original scan data.  The combined file formed is shown in 

Figure 177. 
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