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Figure 13. Input Stage and Calibration Labview VI 

  When the calibration is turned off, the volts from the analog ports are divided by the 

Volts/px to get the pixel location on the image. The set screws contact the linear sensors at the 

center of the translational element, so the variables are called 'X Center Ref' and 'Y Center Ref'. 

These references are then used to determine the pixel locations of the top-right pin of each 

Braille cell. 
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Figure 14. Calculations of Braille Cell Locations at Input Stage Post-Calibration 

On the output stage, the picture is first selected as a PNG file and it is parsed into a 24-bit 2D 

pixmap array. The array is then sent along with the corner coordinates to a 'Cell Driver' VI which 

does the image processing and then writes it to the DAQ's 3 digital output ports, each consisting 

of 8 lines controlling all 24 output channels. 



33 
 

 

Figure 15. Output Stage of Main VI 

 The full dynamic range of the device is 376mm from left to right and 282mm from top to 

bottom. The device is supposed to distinguish sub-millimeter features of image so a good size 

image to load in would be double this, a 752x564 image. The pins of this particular Braille cell 

are separated by 2.5mm horizontal and vertically which equates to a 5 pixel difference. This is 

used in determining the rest of the pins' pixel coordinates given the corner pin's X and Y pixel 

location. In the 'Cell Driver' VI, a corner Y and X coordinates are taken in as inputs as well as 

the pixmap array and the pixels at each pin location are extracted from the array. These pixel 

values are in a 24-bit RGB format, 8-bits per color. The pixel values are then passed to a 'Pin 

Driver' VI that will output a Boolean telling the pin weather to rise or fall. The Booleans from all 

the pins are collected into an array and are passed back to the higher level VI. 
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Figure 16. Virtual Graphic Parsing in Cell Driver VI 

 The 'Pin Driver' VI passes the color to a frequency encoder VI which outputs a numeric 

frequency and an enable signal. The Frequency generation algorithm is the same one used by 

Headley [9] and generates a 50% duty cycle Boolean pulse wave with the frequency specified to 

a reliable degree as long as its below the Nyquist rate of the 1kHz internal clock.  

 

Figure 17. Pin Driver VI with Fundamental Frequency Generation Algorithm 
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 The Frequency Encoder VI is the last of the sub VI's and its operation is to choose a 

frequency based on the color of the pixel. The Braille cell pins have a rise time of at least 24ms 

so a maximum frequency with full amplitude is around 42Hz; higher frequencies would result in 

a fall in amplitude as the pin doesn't have enough time to rise before it begins to fall. The 5 levels 

of frequency that the device simulates is a constant Low (black), low frequency of 8Hz (red), 

middle frequency of 16Hz (green), a high frequency of 64Hz reserved for edges (white) and 

finally a constant High (blue).     

 

Figure 18. Color to Frequency Translation in Frequency Encoder VI 

4.4 Testing and Revision 
 

 Two problems were encountered when conducting some validation tests with the device. 

First, when the translational element was moved to a location that bordered two different 
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frequencies, it felt like the lower frequency was being modulated with the higher frequency. The 

problem was found to be that the TTL 74LS04 chip had a 5-15ns delay. During this delay, if the 

line from the DAQ and the inverted line are both high, the 200V source shorts to ground. To 

solve this, a set of DPST LLC110 relay ICs were ordered that had similar rise and fall times of 

the SPST Toshiba Photorelays. In the LLC110 ICs, when one pole is open, the other is closed 

thus there isn't any possibility for a short.     

 

Figure 19. Final Circuit Schematic with one Input(bottom) and Output(top) Channel 

 

 The second problem was found in testing the device's software; initially a virtual canvas 

was used to show the position of the device and what texture was being simulated. However, 

refreshing the canvas was a processing intensive task and slowed the acquisition rate of the X,Y 

position. To solve this problem, the image was opened in Microsoft Paint to correlate the X and 

Y Center Ref variables to determine what the user was generally feeling. The final program 

interface is shown in Figure 21. 
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Figure 20. Final Software Interface 

 

 A final couple of usability tests were conducted on blindfold sighted individuals. These 

individuals had to use device to determine how many textures were presented in test virtual 

images and trace the textures edges of the texture around bends and curves to find out how well 

the device works with edge detection. The results found that all the frequencies chosen are very 

salient and that edge detection works in tracing big bends or curve in a diagram.   
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5. Final Subject Testing 
 

 The last stage of the project was to test the new device on a pool of subjects who are 

blind or visually impaired to see how it compares to other devices, if the initial hypotheses 

obtained in the experiment involving different constraints were true, and what factors might not 

have been considered when designing the tactile display device.    

5.1 Procedure 
 

 The subjects were drawn from members of the local National Federation of the Blind. 

They varied from 27-65 years of age, were mostly adventitiously blind and are were typically 

Braille literate. New sets of images were formed from the same images created for the 

experiment examining hand constraints. These sets consisted of a smaller set of images; there 

were three sets made up of 4 tactile images and 1 map each. The difficulty of these diagrams 

ranged from easy to medium (a average complexity between 2 to 7), and are all similar to the 

ones used by Burch [3]. In this experiment there were 3 new constraints to test:  

 Constraint 1 : use the device with multiple fingers 

 Constraint 2: use just the rig with a physical diagram (as in the previous tests) 

 Constraint 3: and use the device with only one finger on a Braille cell.  

The latter configuration was similar to previously used methods involving a Braille cell mounted 

on a mouse case, using a graphics tablet to determine the position. The second configuration was 

meant to represent the best performance possible under the X-Y movement constraints as it used 

bare fingers (i.e., a tactile display of much higher resolution than a Braille cell). 



39 
 

 A total of 9 blind folded subjects who have visual impairments, were used in this pilot 

study. Both the sets used and the constraints were counterbalanced between subjects and were 

not correlated with each other. At the start of the experiment, each subject was oriented to the 

use of the device by completing a couple of training sets where the edges and textures were 

explained, as well as 3D orientation using diagonal, vertical or horizontal patterns of alternating 

slow frequency (red) and solid Highs (blue) lines. Once the training sets were complete, the 

subject began the actual experiment. For each constraint and set, the subject had to explore the 

virtual tactile diagram, describe any information they were obtaining from the diagram and 

answer the question(s) about the diagram. The time taken was recorded, as well as whether the 

response was correct. Subjects were then asked to rate the complexity of the task (using the same 

Likert scale as before), which was also recorded. The subject was then allowed 10 minutes of 

break before returning to do another set with a different condition.            

5.2 Results 
 

 Generalized Estimating Equations using a normal distribution model with a log link 

function was used to examine the data. The factors used as predictors of the model are the 

constraint and set. A separate analysis was conducted for the diagrams and for the maps; both 

were are analyzed for response time, complexity and number of correct responses. 

 In the time analysis for diagrams, the effect of constraint is more statistically significant 

on  the response ( p < 0.001) as compared to set which isn't statistically significant at all. This is 

mainly because of the second constraint that used the physical diagram and the subject's finger 

tips instead of a Braille cell. In all of the studies this is the case so a separate figure would be 

stated for the confidence between multiple fingers and single finger constraints (in there isn't any 



40 
 

statistical significance between the two). The mean time using either a single finger or multiple 

fingers with the device to identify a diagram is about 200 seconds with a 28s std. error, whereas 

without the device the mean is 68s with a std. error of 14s. The sets all had around 120-160s 

averages with a 20-25s std. error.  

 For the diagram complexity, the effect of both constraint (p < 0.0001) and set ( p < 0.01) 

are statistically significant. In addition, the difference between the single and multiple fingers 

constraint is closely statistically significant ( p = 0.011) between Constraint 3 and 1. The mean 

for the multi-touch constraint is 9.72 with a 0.36 std. error, the mean for single finger is 10.35 

with a 0.57 error, and with the physical diagrams, the mean is 3.92 with a 0.68 error. Just for 

comparison, the scale for complexity only goes as high as 10; a score of 12 is given to incorrect 

responses, so the majority of diagrams were incorrectly identified or very hard to identify using 

the device.  

 In the analysis for the number of correct with tactile diagrams, set plays absolutely no 

part in determining the result and multiple fingers vs. single finger constraints show strong 

statistical significance (p < 0.0001). The multi-touch constraint had a mean of 53% correct with a 

2.8% error, the single finger constraint had a mean of 46% correct with a 1.6% error, and using 

no device showed 71% correct with a 1.9% error. 

 The map time analysis shows relatively strong statistical significance (p < 0.095) between 

multiple fingers and single finger and set isn't statistically significant enough. The mean time 

taken to answer all the questions of a map using the multiple fingers constraint is 337s with a 35s 

error, with a single finger it is 260s with a 28s error and using physical diagrams it is 179s with a 

41s error. The sets averaged between 200-300s with a 25-40s error.  
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 Map complexity analysis showed little statistical significance between the finger 

constraints (p = 0.165) and even less statistical significance for set; multiple fingers had a mean 

complexity of 5.9 with a 0.84 error, single finger had a mean of 6.74 complexity with an error of 

0.60 error, and no device had a mean of 4.42 with a 0.83 error.  

 Lastly, studying the number of correct showed enough significance (p = 0.001) for all 

constraints, where even Constraints 3 and 1 had a strong significance (p < 0.0001) and between 

Constraints 3 and 2 a little less (p = 0.007). Out of 4 questions per map, multiple fingers 

averaged 3.30 with a 0.255 error, single finger averaged 2.24 with a 0.275 std. error, and using 

the physical tactile maps yielded a mean of 3.22 with a 0.243 error.      

5.3 Experiment Conclusion and Validation 
 

 From the analysis of response times for both diagrams and maps, but mainly diagrams, it 

can be concluded without a doubt that using simulated textures takes a lot longer to work with 

than textured fabric. In the case of diagrams, it more than doubles the time taken from about 70 

seconds to about 200 seconds and for maps it nearly doubles from 180 seconds to about 300 

seconds. This could be due to the general unfamiliarity of simulated textures and because there is 

no proper classification for it; textures generated from vibrating pins cannot be classified solely 

as hard, soft, rough or smooth and are understood as being relatively different from other 

simulated textures. Also the device presents a problem in tracing edges continuously because of 

the mechanical features of the device but it's still possible due to the saliency of the texture, so it 

might have added to the time taken for identification.  

 From the complexity analysis, it can be found that the single finger condition is slightly 

more complex than the multiple fingers condition in both trying to identify diagrams and maps, 
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usually harder by just under a complexity unit. The physical diagram or map in either case is 

significantly way easier, being about 6 complexity units under the device implementation for 

diagrams and about 1.5-2 units under the device for maps. Another point that could be made here 

is that it is easier to use the device to understand maps than diagrams, the complexity differences 

between diagrams and maps were generally 3.5 to 4 complexity points lower in both single 

finger and multiple finger device implementations. This could correspond to the repeating 

patterns of low-frequency and solid High lines that represent 3D orientation, that were used in 

the diagrams but weren't present in the maps. Determining the pattern orientation was a task on 

top of the task of separating out the different textures which made it more complex for the 

subjects. 

 In terms of the number of correct, the differences don't seem that great, even a single 

finger implementation of the device was able to get 46% of the diagrams right and a little over 

half the questions for each map right. In both map and diagram analysis, multiple fingers outdid 

the single finger implementation by about 7% more correct when trying to analyze diagrams and 

1 more right answer when using maps. The physical diagrams beat both multi-touch and single 

finger use cases when it comes to diagrams by about 20% more correct, but when it comes to 

maps, it does slightly worse than the multiple finger condition by about 0.08 of a question which 

is well within the standard error. This can also be attributed to the extra orientation level that was 

added to the diagrams that increased its complexity, and that general localization tasks are 

usually easier than identification. 

 There is also another aspect that might be causing the wide divide between using the 

device and only using the rig with physical diagrams, which is that the subjects haven't been 

adapted to using this means of visualizing. Further research could show that users who have used 
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this device through their education or rehabilitation process will do comparably well to those 

using physical diagrams.     
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6. General Discussion 
 

 The goal of this study was to compile what was currently known about the perception of 

virtual textures and effective haptic behavior to develop a dynamic haptic display device. The 

first set of experiments determined that using multiple fingers is better than a single finger. This 

may be due to parallel processing which has also been suggested by the results of other studies 

[3][14][17]. To this was added the findings that the fingers do not need to be independently 

articulated for this to be true and the wrist can be constrained to a X-Y direction. 

 These results suggested that a cost-effective, relatively simple device could be designed 

to take advantage of tactile processing both within a finger (i.e., having a matrix display on a 

finger tip) and between fingers. However, in order to validate these results, a device needed to be 

build and tested. The device was built to specification with 3 Braille cells and 8 individually 

actuated pins per cell. This allowed the user to detect transitions between textures, and a wide 

variety of textures using frequency and the drop of amplitude at higher frequencies to add 

dimension. However still, the identification rate for the objects still had the same identification 

rate that Burch [3] observed of around 50-60% although he used lower fidelity actuators. This 

raises the possibility that the constraining motion to the X-Y direction may not have an effect on 

direct finger use but may compound limitations of using a spatially restricted display. Perhaps 

the combination could be a cause for untraced edges, or the added complexity in determining 3D 

orientation from patterns, which a free motion device like Burch's may not have difficulties with. 

Burch conducted an experiment with 8 participants and had a mean identification time of 154s 

give or take 12s using his device and three finger constraint which is about 50s less than what 
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was obtained in the final study for this experiment, thus there is some evidence that free motion 

is faster when identifying an object with virtual textures.  

 Possible suggestions for further experiments could be determining the effect actuator 

resolution has on the identification rate and the number of correct identifications, as well as 

whether a user gets more astute in operating the device, improving performance (with an 

additional question being what is the learning curve?)  
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7. Conclusion 
 

 There can be no doubt that there needs to be a new standard for haptic refreshable display 

devices to take in the needs of the target population. The inability of the rehabilitation industry to 

come up with a haptic device ensuring the best user experience has resulted in a generation of 

individuals who are visually impaired or blind and unable to utilize digital graphics, which are 

commonplace in today's world. This thesis goes through a complete top-down design process for 

a new device from determining the design parameters through user studies, developing the 

architecture, hardware and software prototyping and validation testing to see if the slightly novel 

idea of constraining motions could lead to a cost-effective device.  

 Constraining user motions simplifies the design space making it easier for both the users 

in terms of what they need to understand and for the designers to reduce the amount of research 

and potential end cost of the product. In the first set of experiments, it was concluded that it is 

both easier and faster for a user to have their identification motions constrained to moving only 

in a 2D plane, devoid of any rotation, wrist manipulation or finger articulation. This seemed like 

the easiest design requirements to design to and a device was developed using Braille cells to 

realize just that. When that was done a number of tests were conducted to make sure it operated 

as best it could, extending its potential bandwidth from only about 20Hz to about 125Hz, and out 

of that temporal frequency range, 5 distinct and salient textures were found.  

 In the final testing of this device, evidence concluded that it is a step above the current 

commercial Localized Contact haptic displays, which utilize a single finger, in relaying accurate 

information about tactile graphics to the user. There was a general reduction in the complexity of 

the identification task and an increase in the number of correct interpretations of objects. 
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However though, more research must be done to bring the identification rate of the device to 

usable levels. Firstly, understand the effect that training has on the usability of the device, and 

what feedback could be obtained from people who used the device regularly on how to improve 

it. Secondly, there is a limit to the number of salient textures that could be simulated by temporal 

stimulation alone. The effect of a higher resolution actuator or perhaps even using spatial 

frequencies in generating textures could be studied. Finally, the combination between 

constraining motions and actuators with different resolutions may result in a different solution to 

what would be the best design for a perceptual-based Haptic display. Hopefully, this thesis 

presents one step further in helping device manufacturers and the rehabilitation industry develop 

a standard to use with virtual tactile diagrams and open up more opportunities for people who are 

visually disabled.   
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Appendix A 

Preliminary Testing Full Results 
 
Diagrams: 
Analysis of Response Time: 
Using Generalized Estimating Equations 
Subject variables: Subject 
Within-subject variables: constraint, set, description 
Working correlation matrix: Exchangeable (compound symmetric) 
Type of model: Normal distribution, log link function 
Response: Time 
Predictors: Constraint, Set, Description 
Model: Constraint, Set, Constraint x Set 
 
Tests of Model Effects 
Source Type III 

Wald Chi-
Square 

Df Sig. 

(Intercept) 774.998 1 .000 
Constraint 4.152 4 .386 
Set 67.313 5 .000 

Constraint * Set 151402933449
654.250 

13 .000 

Dependent Variable: Time 
Model: (Intercept), Constraint, Set, Constraint * Set 
 
Estimates 
Constraint Mean Std. Error 95% Wald Confidence Interval 

Lower Upper 
1.00 90.6246 15.15917 65.2923 125.7854 
2.00 82.0818 14.00801 58.7464 114.6865 
3.00 79.7448 14.69423 55.5719 114.4325 
4.00 87.1846 12.24897 66.1989 114.8231 
5.00 86.1973 14.10092 62.5528 118.7793 
Pairwise Comparisons 
(I) Constraint (J) Constraint Mean Difference (I-

J) 
Std. Error df Sig. 95% Wald Confidence Interval for 

Difference 
Lower Upper 

1.00 

2.00 .099 .091 1 .278 -.080 .278 
3.00 .128 .085 1 .131 -.038 .294 
4.00 .039 .045 1 .388 -.049 .127 
5.00 .050 .051 1 .330 -.051 .151 

2.00 

1.00 -.099 .091 1 .278 -.278 .080 
3.00 .029 .058 1 .618 -.085 .142 
4.00 -.060 .065 1 .354 -.188 .067 
5.00 -.049 .069 1 .479 -.184 .086 

3.00 
1.00 -.128 .085 1 .131 -.294 .038 
2.00 -.029 .058 1 .618 -.142 .085 
4.00 -.089 .066 1 .180 -.220 .041 
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5.00 -.078 .089 1 .382 -.252 .097 

4.00 

1.00 -.039 .045 1 .388 -.127 .049 
2.00 .060 .065 1 .354 -.067 .188 
3.00 .089 .066 1 .180 -.041 .220 
5.00 .011 .045 1 .800 -.077 .100 

5.00 

1.00 -.050 .051 1 .330 -.151 .051 
2.00 .049 .069 1 .479 -.086 .184 
3.00 .078 .089 1 .382 -.097 .252 
4.00 -.011 .045 1 .800 -.100 .077 

Pairwise comparisons of estimated marginal means based on the linear predictor of dependent variable 
Time 
 

Analysis of Complexity: 
 
Tests of Model Effects 
Source Type III 

Wald Chi-Square df Sig. 
(Intercept) 393.526 1 .000 
Constraint 20.848 4 .000 
Set 8.471 5 .132 
Constraint * Set 1092.095 11 .000 
Dependent Variable: Complexity 
Model: (Intercept), Constraint, Set, Constraint * Set 
 
Estimated Marginal Means: Constraint 
 
Estimates 
Constraint Mean Std. Error 95% Wald Confidence Interval 

Lower Upper 
1.00 7.4974 .73058 6.1939 9.0751 
2.00 7.7701 .67000 6.5619 9.2008 
3.00 6.7871 .76024 5.4492 8.4533 
4.00 7.8489 .76455 6.4847 9.4999 
5.00 6.8048 .85109 5.3255 8.6952 
 
Pairwise comparison for linear predictor of complexity 
 
Pairwise Comparisons 
(I) Constraint (J) Constraint Mean Difference (I-J) Std. Error df Sig. 95% Wald Confidence Interval for Difference 

Lower Upper 

1.00 

2.00 -.036 .034 1 .292 -.102 .031 
3.00 .100a .043 1 .022 .015 .184 
4.00 -.046 .037 1 .213 -.118 .026 
5.00 .097 .067 1 .150 -.035 .229 

2.00 

1.00 .036 .034 1 .292 -.031 .102 
3.00 .135a .042 1 .001 .052 .218 
4.00 -.010 .028 1 .723 -.066 .046 
5.00 .133a .058 1 .022 .019 .246 

3.00 

1.00 -.100a .043 1 .022 -.184 -.015 
2.00 -.135a .042 1 .001 -.218 -.052 
4.00 -.145a .032 1 .000 -.208 -.083 
5.00 -.003 .049 1 .957 -.098 .093 

4.00 1.00 .046 .037 1 .213 -.026 .118 
2.00 .010 .028 1 .723 -.046 .066 



53 
 

3.00 .145a .032 1 .000 .083 .208 
5.00 .143a .052 1 .006 .040 .245 

5.00 

1.00 -.097 .067 1 .150 -.229 .035 
2.00 -.133a .058 1 .022 -.246 -.019 
3.00 .003 .049 1 .957 -.093 .098 
4.00 -.143a .052 1 .006 -.245 -.040 

Pairwise comparisons of estimated marginal means based on the linear predictor of dependent variable Complexity 
a. The mean difference is significant at the .05 level. 
 
Analysis of Number of Correct: 
As GEE can have some problems for binary logistical data (which have been experienced), 
We will do the GEE on the count data (number of correct) instead. 
 
Tests of Model Effects 
Source Type III 

Wald Chi-Square df Sig. 
(Intercept) 111.007 1 .000 
Constraint 50.441 4 .000 
Set 23.797 5 .000 

Constraint * Set 5253603358122.
941 

12 .000 

Dependent Variable: NumCorrect 
Model: (Intercept), Constraint, Set, Constraint * Set 
 
Marginal Means based on Constraint: 
 
Estimates 
Constraint Mean Std. Error 95% Wald Confidence Interval 

Lower Upper 
1.00 3.6800 .54989 2.7457 4.9322 
2.00 3.5555 .42988 2.8054 4.5063 
3.00 4.1409 .40606 3.4169 5.0184 
4.00 3.1104 .49262 2.2804 4.2425 
5.00 4.2863 .57524 3.2949 5.5759 
 
Pairwise Comparison based on linear predictor of number correct 
 
 
 
Pairwise Comparisons 
(I) Constraint (J) Constraint Mean Difference (I-J) Std. Error df Sig. 95% Wald Confidence Interval for Difference 

Lower Upper 

1.00 

2.00 .034 .074 1 .642 -.111 .180 
3.00 -.118 .100 1 .238 -.314 .078 
4.00 .168 .098 1 .085 -.023 .359 
5.00 -.153a .075 1 .042 -.299 -.006 

2.00 

1.00 -.034 .074 1 .642 -.180 .111 
3.00 -.152a .067 1 .023 -.284 -.021 
4.00 .134 .084 1 .110 -.030 .298 
5.00 -.187a .066 1 .005 -.317 -.057 

3.00 

1.00 .118 .100 1 .238 -.078 .314 
2.00 .152a .067 1 .023 .021 .284 
4.00 .286a .070 1 .000 .149 .424 
5.00 -.034 .047 1 .467 -.127 .058 
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4.00 

1.00 -.168 .098 1 .085 -.359 .023 
2.00 -.134 .084 1 .110 -.298 .030 
3.00 -.286a .070 1 .000 -.424 -.149 
5.00 -.321a .049 1 .000 -.418 -.224 

5.00 

1.00 .153a .075 1 .042 .006 .299 
2.00 .187a .066 1 .005 .057 .317 
3.00 .034 .047 1 .467 -.058 .127 
4.00 .321a .049 1 .000 .224 .418 

Pairwise comparisons of estimated marginal means based on the linear predictor of dependent variable NumCorrect 
a. The mean difference is significant at the .05 level. 

 
Object Scenes: 
Analysis of Response Time: 
 
Tests of Model Effects 
Source Type III 

Wald Chi-Square df Sig. 
(Intercept) 14926.549 1 .000 
Constraint 30.742 4 .000 
Set 18.730 5 .002 

Constraint * Set 28298813836497
38.000 

12 .000 

Dependent Variable: Time 
Model: (Intercept), Constraint, Set, Constraint * Set 
 
Marginal Means for Time as a function of constraint: 
 
Estimates 
Constraint Mean Std. Error 95% Wald Confidence Interval 

Lower Upper 
1.00 208.0689 8.66349 191.7632 225.7612 
2.00 201.9459 13.86744 176.5159 231.0395 
3.00 236.9312 10.58155 217.0735 258.6054 
4.00 185.3206 10.71841 165.4599 207.5653 
5.00 210.5726 20.93383 173.2929 255.8722 
 
Pairwise comparison using the linear predictor of time in model: 
 
Pairwise Comparisons 
(I) Constraint (J) Constraint Mean Difference (I-J) Std. Error df Sig. 95% Wald Confidence Interval for Difference 

Lower Upper 

1.00 

2.00 .030 .068 1 .661 -.104 .164 
3.00 -.130a .052 1 .013 -.232 -.028 
4.00 .116 .060 1 .053 -.001 .233 
5.00 -.012 .092 1 .896 -.192 .168 

2.00 

1.00 -.030 .068 1 .661 -.164 .104 
3.00 -.160a .076 1 .036 -.309 -.010 
4.00 .086a .037 1 .021 .013 .159 
5.00 -.042 .085 1 .622 -.208 .124 

3.00 
1.00 .130a .052 1 .013 .028 .232 
2.00 .160a .076 1 .036 .010 .309 
4.00 .246a .066 1 .000 .116 .376 
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5.00 .118 .115 1 .305 -.107 .343 

4.00 

1.00 -.116 .060 1 .053 -.233 .001 
2.00 -.086a .037 1 .021 -.159 -.013 
3.00 -.246a .066 1 .000 -.376 -.116 
5.00 -.128 .080 1 .109 -.284 .028 

5.00 

1.00 .012 .092 1 .896 -.168 .192 
2.00 .042 .085 1 .622 -.124 .208 
3.00 -.118 .115 1 .305 -.343 .107 
4.00 .128 .080 1 .109 -.028 .284 

Pairwise comparisons of estimated marginal means based on the linear predictor of dependent variable 
Time 
a. The mean difference is significant at the .05 level. 
 
Analysis of Response Complexity: 
 
Tests of Model Effects 
Source Type III 

Wald Chi-
Square 

df Sig. 

(Intercept) 458.644 1 .000 
Constraint 7.805 4 .099 
Set 18.775 5 .002 

Constraint * Set 758440049037
0.494 

12 .000 

Dependent Variable: Complexity 
Model: (Intercept), Constraint, Set, Constraint * Set 
 
Constraint is not significant, but will include the estimated marginal means as a function of constraint: 
 
Estimates 
Constraint Mean Std. Error 95% Wald Confidence Interval 

Lower Upper 
1.00 6.0339 .57359 5.0082 7.2697 
2.00 5.3243 .49417 4.4387 6.3866 
3.00 4.7932 .58029 3.7808 6.0769 
4.00 5.5719 .72884 4.3119 7.2002 
5.00 5.2647 .57510 4.2500 6.5216 
 
Looking at the interaction between constraint and set, which is significant. 
 
Marginal means for constraint x set: 
 
 
Estimates 
Constraint Set Mean Std. Error 95% Wald Confidence Interval 
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Lower Upper 

1.00 

1.00 5.5000 2.47487 2.2769 13.2857 
2.00 5.0000 1.41421 2.8722 8.7041 
3.00 4.5000 .35355 3.8578 5.2492 
4.00 8.0000 .70711 6.7275 9.5132 
5.00 6.5000 1.06066 4.7208 8.9498 
6.00 7.5000 .35355 6.8381 8.2260 

2.00 

1.00 2.5000 .35355 1.8948 3.2985 
2.00 6.0000 1.63299 3.5195 10.2287 
3.00 4.5000 .35355 3.8578 5.2492 
4.00 7.5000 1.76777 4.7253 11.9040 
5.00 4.5000 1.76777 2.0837 9.7184 
6.00 10.0000 .00000 10.0000 10.0000 

3.00 

1.00 6.0000 .70711 4.7625 7.5590 
2.00 4.0000 .70711 2.8287 5.6563 
3.00 5.5000 1.06066 3.7689 8.0263 
4.00 3.5000 1.76777 1.3006 9.4187 
5.00 3.5000 .35355 2.8713 4.2663 
6.00 7.5000 3.18198 3.2653 17.2264 

4.00 

1.00 4.7500 .96014 3.1962 7.0591 
2.00 8.0000 .00000 8.0000 8.0000 
3.00 3.5000 1.76777 1.3006 9.4187 
4.00 5.0000 2.82843 1.6499 15.1524 
5.00 9.0000 .00000 9.0000 9.0000 
6.00 5.0000 .00000 5.0000 5.0000 

5.00 

1.00 7.0000 .00000 7.0000 7.0000 
2.00 5.0000 2.05480 2.2344 11.1887 
3.00 8.0000 .70711 6.7275 9.5132 
4.00 3.3333 .72008 2.1827 5.0905 
5.00 4.3333 1.18634 2.5339 7.4107 

 
Maps: 
Analysis of Response Time: 
 
Tests of Model Effects 
Source Type III 

Wald Chi-Square df Sig. 
(Intercept) 24270.294 1 .000 
Constraint 5.940 4 .204 
Set 75.611 5 .000 

Constraint * Set 10008763466769
8.800 

12 .000 

Dependent Variable: Time 
Model: (Intercept), Constraint, Set, Constraint * Set 
 
Constraint is not a significant effect, but will include the marginal means (as a function of constraint) 
anyway: 
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Estimates 
Constraint Mean Std. Error 95% Wald Confidence Interval 

Lower Upper 
1.00 213.7088 16.44878 183.7837 248.5065 
2.00 234.9455 21.34319 196.6262 280.7327 
3.00 226.8872 10.45566 207.2927 248.3339 
4.00 225.0521 5.95993 213.6689 237.0419 
5.00 245.5250 12.40436 222.3778 271.0815 
 
We will also include the constraint x set interaction marginal means as that term was significant: 
 
 
Estimates 
Constraint Set Mean Std. Error 95% Wald Confidence Interval 

Lower Upper 

1.00 

1.00 219.5000 74.59977 112.7569 427.2930 
2.00 262.0000 15.55635 233.2174 294.3349 
3.00 163.5000 6.71751 150.8501 177.2107 
4.00 308.0000 14.14214 281.4926 337.0036 
5.00 129.0000 3.53553 122.2533 136.1190 
6.00 255.0000 76.36753 141.7823 458.6258 

2.00 

1.00 256.0000 49.49747 175.2510 373.9550 
2.00 329.0000 67.66092 219.8573 492.3238 
3.00 263.0000 39.59798 195.7927 353.2766 
4.00 399.0000 62.22540 293.9173 541.6524 
5.00 86.5000 35.70889 38.5144 194.2714 
6.00 220.0000 .00003 220.0000 220.0000 

3.00 

1.00 215.0000 19.79899 179.4952 257.5278 
2.00 273.5000 55.50788 183.7396 407.1102 
3.00 187.0000 23.33452 146.4285 238.8128 
4.00 210.0000 3.53553 203.1836 217.0451 
5.00 278.0000 16.97056 246.6511 313.3333 
6.00 212.5000 18.03122 179.9418 250.9492 

4.00 

1.00 301.0000 35.33589 239.1331 378.8727 
2.00 334.0000 .00003 333.9999 334.0001 
3.00 226.5000 9.54594 208.5422 246.0042 
4.00 249.5000 10.96016 228.9173 271.9334 
5.00 148.5000 13.08148 124.9521 176.4857 
6.00 154.0000 .00001 154.0000 154.0000 

5.00 

1.00 526.0000 .00004 525.9999 526.0001 
2.00 161.6667 15.15354 134.5348 194.2703 
3.00 186.0000 7.77817 171.3631 201.8871 
4.00 327.3333 43.85414 251.7395 425.6269 
5.00 172.3333 32.39113 119.2287 249.0909 

 
Analysis of Response Complexity: 
 
Tests of Model Effects 
Source Type III 

Wald Chi-Square df Sig. 
(Intercept) 596.644 1 .000 
Constraint 11.073 4 .026 
Set 97.371 5 .000 
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Constraint * Set 7376261019.145 12 .000 
Dependent Variable: Complexity 
Model: (Intercept), Constraint, Set, Constraint * Set 
 
Marginal means as a function of constraint: 
 
Estimates 
Constraint Mean Std. Error 95% Wald Confidence Interval 

Lower Upper 
1.00 5.9540 .60893 4.8725 7.2755 
2.00 4.7177 .47982 3.8651 5.7584 
3.00 5.8859 .57041 4.8677 7.1171 
4.00 4.2953 .44502 3.5060 5.2624 
5.00 4.8516 .39383 4.1380 5.6883 
 
Pairwise comparison of constraints using linear predictor on complexity 
 
Pairwise Comparisons 
(I) Constraint (J) Constraint Mean Difference (I-J) Std. Error df Sig. 95% Wald Confidence Interval for Difference 

Lower Upper 

1.00 

2.00 .233a .091 1 .011 .054 .411 
3.00 .011 .090 1 .899 -.166 .189 
4.00 .327a .125 1 .009 .082 .571 
5.00 .205 .114 1 .072 -.018 .428 

2.00 

1.00 -.233a .091 1 .011 -.411 -.054 
3.00 -.221a .095 1 .020 -.407 -.035 
4.00 .094 .122 1 .443 -.146 .333 
5.00 -.028 .118 1 .813 -.260 .204 

3.00 

1.00 -.011 .090 1 .899 -.189 .166 
2.00 .221a .095 1 .020 .035 .407 
4.00 .315a .145 1 .030 .030 .600 
5.00 .193 .109 1 .076 -.020 .407 

4.00 

1.00 -.327a .125 1 .009 -.571 -.082 
2.00 -.094 .122 1 .443 -.333 .146 
3.00 -.315a .145 1 .030 -.600 -.030 
5.00 -.122 .092 1 .187 -.302 .059 

5.00 

1.00 -.205 .114 1 .072 -.428 .018 
2.00 .028 .118 1 .813 -.204 .260 
3.00 -.193 .109 1 .076 -.407 .020 
4.00 .122 .092 1 .187 -.059 .302 

Pairwise comparisons of estimated marginal means based on the linear predictor of dependent variable Complexity 
a. The mean difference is significant at the .05 level. 

 

Final Testing Full Results 
Diagrams: 
Analysis of Time Taken: 
 
Tests of Model Effects 
Source Type III 

Wald Chi-Square df Sig. 
(Intercept) 1130.529 1 .000 
Constraint 48.608 2 .000 
Set 2.439 2 .295 
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Dependent Variable: Time Taken 
Model: (Intercept), Constraint, Set 
 
Parameter Estimates 
Parameter B Std. Error 95% Wald Confidence Interval Hypothesis Test 

Lower Upper Wald Chi-Square df 
(Intercept) 5.107 .2529 4.611 5.602 407.700 1 
[Constraint=1] .075 .1295 -.179 .329 .333 1 
[Constraint=2] -1.049 .1505 -1.344 -.754 48.570 1 
[Constraint=3] 0a . . . . . 
[Set=1] .296 .1931 -.082 .675 2.355 1 
[Set=2] .205 .1492 -.088 .497 1.883 1 
[Set=3] 0a . . . . . 
(Scale) 8831.035      
 
Parameter Estimates 
Parameter Hypothesis Test Exp(B) 95% Wald Confidence Interval for Exp(B) 

Sig. Lower Upper 
(Intercept) .000 165.119 100.582 271.066 
[Constraint=1] .564 1.078 .836 1.389 
[Constraint=2] .000 .350 .261 .470 
[Constraint=3] .a 1 . . 
[Set=1] .125 1.345 .921 1.964 
[Set=2] .170 1.227 .916 1.644 
[Set=3] .a 1 . . 
(Scale)     
 
Dependent Variable: Time Taken 
Model: (Intercept), Constraint, Set 
a. Set to zero because this parameter is redundant. 
 
Estimated Marginal Means 1: Constraint 
 
Estimates 
Constraint Mean Std. Error 95% Wald Confidence Interval 

Lower Upper 
1 210.28 21.655 171.85 257.31 
2 68.34 14.615 44.94 103.93 
3 195.14 36.848 134.77 282.53 

 
Estimated Marginal Means 2: Set 
 
Estimates 
Set Mean Std. Error 95% Wald Confidence Interval 

Lower Upper 
1 160.49 25.702 117.25 219.66 
2 146.44 19.350 113.03 189.73 
3 119.33 25.788 78.12 182.26 
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Analysis of Complexity: 
 
Tests of Model Effects 
Source Type III 

Wald Chi-Square df Sig. 
(Intercept) 693.307 1 .000 
Constraint 36.533 2 .000 
Set 4.800 2 .091 
 
Dependent Variable: Complexity 
Model: (Intercept), Constraint, Set 
 
 
Parameter Estimates 
Parameter B Std. Error 95% Wald Confidence Interval Hypothesis Test 

Lower Upper Wald Chi-Square df 
(Intercept) 2.352 .0440 2.266 2.438 2863.612 1 
[Constraint=1] -.065 .0407 -.145 .015 2.534 1 
[Constraint=2] -.974 .1612 -1.289 -.658 36.494 1 
[Constraint=3] 0a . . . . . 
[Set=1] .031 .0656 -.097 .160 .228 1 
[Set=2] -.071 .0390 -.148 .005 3.326 1 
[Set=3] 0a . . . . . 
(Scale) 9.373      
 
Parameter Estimates 
Parameter Hypothesis Test Exp(B) 95% Wald Confidence Interval for Exp(B) 

Sig. Lower Upper 
(Intercept) .000 10.505 9.638 11.451 
[Constraint=1] .111 .937 .865 1.015 
[Constraint=2] .000 .378 .275 .518 
[Constraint=3] .a 1 . . 
[Set=1] .633 1.032 .907 1.173 
[Set=2] .068 .931 .863 1.005 
[Set=3] .a 1 . . 
(Scale)     
 
Dependent Variable: Complexity 
Model: (Intercept), Constraint, Set 
a. Set to zero because this parameter is redundant. 
 
Estimated Marginal Means 1: Constraint 
 
 
Estimates 
Constraint Mean Std. Error 95% Wald Confidence Interval 

Lower Upper 
1 9.72 .362 9.03 10.45 
2 3.92 .680 2.79 5.50 
3 10.37 .572 9.30 11.55 
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Estimated Marginal Means 2: Set 
 
Estimates 
Set Mean Std. Error 95% Wald Confidence Interval 

Lower Upper 
1 7.67 .674 6.46 9.11 
2 6.92 .612 5.82 8.23 
3 7.43 .522 6.48 8.53 
 
 
Analysis of Number of Correct: 
 
Tests of Model Effects 
Source Type III 

Wald Chi-Square df Sig. 
(Intercept) 18.565 1 .000 
Constraint 90.492 2 .000 
Set .011 2 .994 
 
Dependent Variable: Correct 
Model: (Intercept), Constraint, Set 
 
Parameter Estimates 
Parameter B Std. Error 95% Wald Confidence Interval Hypothesis Test 

Lower Upper Wald Chi-Square df 
(Intercept) -.158 .1290 -.411 .095 1.501 1 
[Constraint=1] .277 .1079 .066 .489 6.614 1 
[Constraint=2] 1.044 .1143 .820 1.269 83.434 1 
[Constraint=3] 0a . . . . . 
[Set=1] -.006 .1468 -.294 .282 .002 1 
[Set=2] .005 .1340 -.258 .267 .001 1 
[Set=3] 0a . . . . . 
(Scale) 1      
 
Parameter Estimates 
Parameter Hypothesis Test 

Sig. 
(Intercept) .221 
[Constraint=1] .010 
[Constraint=2] .000 
[Constraint=3] .a 
[Set=1] .967 
[Set=2] .972 
[Set=3] .a 
(Scale)  
 
Dependent Variable: Correct 
Model: (Intercept), Constraint, Set 
a. Set to zero because this parameter is redundant. 
 
Estimated Marginal Means 1: Constraint 
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Estimates 
Constraint Mean Std. Error 95% Wald Confidence Interval 

Lower Upper 
1 .53 .028 .47 .58 
2 .71 .019 .67 .74 
3 .46 .016 .43 .49 

 
Estimated Marginal Means 2: Set 
 
Estimates 
Set Mean Std. Error 95% Wald Confidence Interval 

Lower Upper 
1 .57 .011 .55 .59 
2 .57 .027 .52 .62 
3 .57 .031 .51 .63 
 
Maps: 
Analysis of Time Taken: 
 
Tests of Model Effects 
Source Type III 

Wald Chi-Square df Sig. 
(Intercept) 3245.299 1 .000 
Constraint 4.732 2 .094 
Set 3.997 2 .136 
 
Dependent Variable: Time Taken 
Model: (Intercept), Constraint, Set 
 
Parameter Estimates 
Parameter B Std. Error 95% Wald Confidence Interval Hypothesis Test 

Lower Upper Wald Chi-Square df 
(Intercept) 5.426 .2000 5.034 5.818 735.983 1 
[Constraint=1] .259 .1550 -.045 .562 2.782 1 
[Constraint=2] -.374 .1879 -.742 -.005 3.955 1 
[Constraint=3] 0a . . . . . 
[Set=1] .076 .1734 -.264 .416 .193 1 
[Set=2] .335 .2423 -.139 .810 1.917 1 
[Set=3] 0a . . . . . 
(Scale) 13609.778      
 
Parameter Estimates 
Parameter Hypothesis Test 

Sig. 
(Intercept) .000 
[Constraint=1] .095 
[Constraint=2] .047 
[Constraint=3] .a 
[Set=1] .660 
[Set=2] .166 
[Set=3] .a 
(Scale)  
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Dependent Variable: Time Taken 
Model: (Intercept), Constraint, Set 
a. Set to zero because this parameter is redundant. 
 
Estimated Marginal Means 1: Constraint 
 
Estimates 
Constraint Mean Std. Error 95% Wald Confidence Interval 

Lower Upper 
1 337.64 35.024 275.52 413.76 
2 179.41 41.485 114.03 282.27 
3 260.72 28.703 210.12 323.50 

 
Estimated Marginal Means 2: Set 
 
Estimates 
Set Mean Std. Error 95% Wald Confidence Interval 

Lower Upper 
1 236.04 25.723 190.64 292.24 
2 305.90 35.126 244.25 383.11 
3 218.73 42.837 149.00 321.07 
 
Analysis of Complexity: 
 
Tests of Model Effects 
Source Type III 

Wald Chi-
Square 

df Sig. 

(Intercept) 240.246 1 .000 
Constraint 10.887 2 .004 
Set 3.303 2 .192 
 
Dependent Variable: Complexity 
Model: (Intercept), Constraint, Set 
 
 
Parameter Estimates 
Parameter B Std. Error 95% Wald Confidence Interval Hypothesis Test 

Lower Upper Wald Chi-
Square 

df 

(Intercept) 1.915 .1116 1.697 2.134 294.361 1 
[Constraint=1] -.133 .0959 -.321 .055 1.928 1 
[Constraint=2] -.423 .1623 -.741 -.105 6.780 1 
[Constraint=3] 0a . . . . . 
[Set=1] -.081 .1338 -.343 .182 .363 1 
[Set=2] .058 .1592 -.254 .370 .132 1 
[Set=3] 0a . . . . . 
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(Scale) 6.139      
 
Parameter Estimates 
Parameter Hypothesis Test 

Sig. 
(Intercept) .000 
[Constraint=1] .165 
[Constraint=2] .009 
[Constraint=3] .a 
[Set=1] .547 
[Set=2] .717 
[Set=3] .a 
(Scale)  
 
Dependent Variable: Complexity 
Model: (Intercept), Constraint, Set 
a. Set to zero because this parameter is redundant. 
 
Estimated Marginal Means 1: Constraint 
 
Estimates 
Constraint Mean Std. Error 95% Wald Confidence Interval 

Lower Upper 
1 5.90 .840 4.46 7.80 
2 4.42 .825 3.06 6.37 
3 6.74 .597 5.66 8.02 
 
Estimated Marginal Means 2: Set 
 
Estimates 
Set Mean Std. Error 95% Wald Confidence Interval 

Lower Upper 
1 5.20 .754 3.92 6.91 
2 5.98 .765 4.65 7.68 
3 5.64 .720 4.39 7.24 
 
Analysis of Number of Correct: 
 
Tests of Model Effects 
Source Type III 

Wald Chi-Square df Sig. 
(Intercept) 211.754 1 .000 
Constraint 14.918 2 .001 
Set 4.607 2 .100 
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Dependent Variable: Correct 
Model: (Intercept), Constraint, Set 
 
Parameter Estimates 
Parameter B Std. Error 95% Wald Confidence Interval Hypothesis Test 

Lower Upper Wald Chi-Square df 
(Intercept) .865 .1202 .630 1.101 51.805 1 
[Constraint=1] .390 .1103 .174 .606 12.498 1 
[Constraint=2] .365 .1344 .101 .628 7.363 1 
[Constraint=3] 0a . . . . . 
[Set=1] -.111 .0771 -.262 .040 2.065 1 
[Set=2] -.072 .0662 -.201 .058 1.167 1 
[Set=3] 0a . . . . . 
(Scale) .748      
 
Parameter Estimates 
Parameter Hypothesis Test 

Sig. 
(Intercept) .000 
[Constraint=1] .000 
[Constraint=2] .007 
[Constraint=3] .a 
[Set=1] .151 
[Set=2] .280 
[Set=3] .a 
(Scale)  
 
Dependent Variable: Correct 
Model: (Intercept), Constraint, Set 
a. Set to zero because this parameter is redundant. 
 
Estimated Marginal Means 1: Constraint 
 
Estimates 
Constraint Mean Std. Error 95% Wald Confidence Interval 

Lower Upper 
1 3.30 .255 2.84 3.84 
2 3.22 .243 2.78 3.73 
3 2.24 .275 1.76 2.85 

 
Estimated Marginal Means 2: Set 
 
Estimates 
Set Mean Std. Error 95% Wald Confidence Interval 

Lower Upper 
1 2.74 .291 2.22 3.37 
2 2.84 .215 2.45 3.30 
3 3.06 .250 2.60 3.59 
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Appendix B 
 

Set of Pictures and Tactile Representations 
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