
Fig. 9. (Best viewed in color) Sample of resulting host-level metrics when workloads

are co-located with live migration (i.e. interference test). Fileserver marked

as red ’X’, Videoserver as blue ’+’, fio as green points, and YCSB as magenta

squares.
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points where both the workload and migration are running, including negatives pro-

vided by YCSB. It’s clear that some metrics, such as percent utilization are strong

indicators for interference.

With labeled samples generated from our tests, the predictive power of the col-

lected attributes is evaluated by constructing and testing models. Numerous ver-

sions of each model with varying hyperparameters are constructed and tested. We

use 5-fold cross validation on 75% of the samples in order to evaluate the classifi-

cation power of different combinations of our collected metrics. Included in these

trials are various transformations of each metric, intended to enhance separability

for the model. Models selected by cross-validation were then judged on their ability

to maximize both accuracy and F-score on the hold-out 25% test set. Under these

circumstances, both logistic regression and decision perform well with their default hy-

perparameters. However, we favor logistic regression for its more continuous output,

which applies well given our use of the output probability and not simply discrete

prediction. Our final logistic regression model is made up of the following coeffi-

cients and features: −2.27 × 10−5(IOPS Comp.)2, −7.80 × 10−1 log(IOPS Comp.),

2.10 × 10−2(IO Ticks)2, 0.55 · log(Throughput), 6.87 × 10−4(Util. P ct.)2, and an

intercept of −0.296. These learned coefficients provide some insight into the charac-

teristics of interference. Our model defines interference as periods where the host is

spending a large portion of time performing I/O, but the number of I/O operations

remains small. Thus, for our data, storage interference is a special case of extremes

- when more is demanded than can be given across a suspiciously low number of

requests.

Combining our three primary components at the host level, as described above

and illustrated in Figure 7, yields a practical version of our proposed design. With

this prototype, we can compare our method directly against static migration.
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4.2 Results

In order to investigate our prototype implementation, we evaluate our method

under the same conditions as our initial interference experimentation in section 3.1.

In addition to these experiments, we also adjust the interference threshold of our im-

plementation to demonstrate the prototype’s ability to vary the degree of compromise

in migration performance.

For all experiments the interference-PID is empirically configured with the gains

pk = 2 × 106, ik = 5 × 104, dk = 6 × 104 bytes and the prefetching factor is set to

50. Unless otherwise noted, the high interference threshold is set to 0.5 and the low

interference threshold is set to 0.15. The lock count threshold is set at two with an

unlock count threshold of three. Functionally, this means that migration will begin

adapting when the probability of interference has remained above 0.5 for two time-

steps, and will only fully rebound if the probability remains under 0.15 for 3 steps.

The results of our evaluation are shown in Figure 10 for each combination of workload,

workload length, and workload launch time.

Our methodology is designed to page data yet-to-be-migrated into host memory

when the probability of interference is low. This prefetched data can then be used to

avoid storage interference later in the process. For this design, the worst case scenario

occurs when a high-interference I/O workload is already executing once the migration

is launched. In this situation, our implementation may have to reduce speed until

the I/O pressure resides, since no prefetched data exists in the buffer. Conversely,

the best case scenario for our methodology is when the entire virtual disk can be

prefetched before any interfering workloads launch. More precisely, if enough data is

prefetched to last a period of interference contention, our method will help prevent

degradation to both the I/O workloads and the migration.
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Fig. 10. Comparison of migration latency when using Migration Buffering. Values

are computed as the normalized to the nominal migration latency (lower is

better).
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Table 2. Workload degradation when co-located with adaptive migration

Fileserver Fio Videoserver YCSB

Throughput 1.01 1.01 0.923 0.855

IOPS 1.02 1.01 0.965 0.884

The results in Figure 10 illustrate our implementation’s ability to prevent degra-

dation in migration latency in the majority of scenarios. As expected, our method

only sees degraded performance when a contentious workload is executing at the start

of migration. When contentious workloads are launched later in the migration, data

prefetched into the buffer allows the migration to maintain it’s transfer rate.

A detailed example of a worst case scenario for our design is illustrated in Figure

11. In this experiment, fio is launched alongside our migration system for 240 seconds,

causing interference before our method is able to prefetch any amount of the virtual

disk. Still, our system recognizes the interference and reduces both prefetching and

migration transfer speed in order to avoid impacting the workload. Thus, even in

the worse case, when the migration latency is lengthened, the workload still performs

near nominal levels. In Figure 12 fio is launched 100 seconds into the migration, and

our configuration is able to prefetch almost all of the virtual disk before fio launches.

Thus, our implementation preserves the low migration latency as well as the co-

located workload’s performance. Intuitively, under this configuration with workloads

on or after 100 seconds, the migration and workload perform near nominal levels.

The results in Figure 12 also illustrate how our configuration pushes the prefetcher

to aggressively increase its rate and move the entire virtual disk into memory. Of

course, loading this much data into memory may cause unwanted memory pressure
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Fig. 11. Live migration using Migration Buffering against 240 second fio launched

at the start of the migration. The migration resumes at full speed, with

prefetching at approximately 250 seconds.
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Fig. 12. Live migration using Migration Buffering against 240 second fio launched at

100 seconds into an ongoing migration. The migration is able to maintain

speed during the contentious workload, allowing the migration to achieve a

nominal latency.
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and disk utilization, but at the risk of later vulnerability to interference should an

I/O burst arrive. A trivial preventative measure for unwanted memory pressure is to

simply cap the amount of prefetched data.

In both Figures 11 and 12 some characteristics of our design are clearly exem-

plified. The interference-PID attempts to move the interference probability to the

configured interference threshold (0.5), and it does this by increasing the number of

pages prefetched each step. This can be seen between approximately 250 and 350

seconds in Figure 11 and 0 and 100 seconds in Figure 12. The interference threshold

combined with the prefetching factor is what we use to control this growth, though

the PID configuration also has an impact.

Varying the interference threshold allows one to vary the desired level of mi-

gration performance compromise. This is illustrated in Figure 13 - as expected, the

higher threshold value of 0.75 consistently results in faster migrations. Although not

explored, this higher threshold will inevitably lead to more interference.

Presented in Table 2 are the average IOPS and throughput of each workload

when run against our buffering methodology, normalized to the nominal results for

each workload. For simplicity, we only show results for the worst case - these results

are computed from experiments where each workload is run for 1920 seconds from the

start of migration. Shorter versions of the workload distort these values due to the

asymmetry of their metrics, while evaluating at later launch points would clearly favor

our method. This simple evaluation of the worst-case demonstrates the effectiveness

of simply reducing the migration speed - maintaining migration speed while sourcing

from the buffer is similarly effective.

Our evaluation has demonstrated our approach’s ability to mitigate storage

interference - in the majority of scenarios we maintain migration speed with sig-

nificantly reduced impact to workload performance.
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Fig. 13. Effect of interference threshold on migration latency for 240 second fio. Higher

thresholds correspond to a more aggressive migration, allowing an adminis-

trator to tune the process to their needs.
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CHAPTER 5

RELATED WORK

5.1 Virtual Machine Live Migration

Work in the area of live migration has largely focused on methods of improving

migration performance, for both memory [8] [9] [10] [11] and full-machine migrations

[12] [13] [14]. However, as migration has become more prevalent, researchers have

begun to recognize and address issue of interference caused by VM migration [15].

Methods tend to focus on reducing the overall data transfer [11][16] or optimally plac-

ing VMs [17][18] to avoid inter-machine interference on network, CPU, and memory

resources. iAware [17] treats a VM live migration as a CPU and network I/O de-

manding task. Given a group of VMs to be migrated along with potential destination

hosts, iAware can make an interference-aware migration decision based on the mea-

surements to jointly minimize VM migration and co-location interference. However,

iAware focuses on interference as it pertains to memory-only live migration, which

differs from the challenges unique to VM storage migration. Along with taxing CPU

and network usage, storage migration also introduces a burdensome disk read. As

we’ve shown, this additional I/O competes for the backing storage resource, nega-

tively impacting co-located VMs through interference. Work in DeepDive [18] uses

host-level metrics to identify when running VMs are interfering. Similar to the work

in iAware[17], DeepDive use live migration to move culprit VMs.

In [8] the authors implement a new termination criteria for KVM’s pre-copy mi-

gration. In pursuit of this goal, the authors explore the impact a migration has on

application performance in order to motivate the need to avoid pursuing counter-
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productive downtime for stop-and-copy. Their algorithm focuses on the optimal mo-

ment that the migration should switch between iteratively copying the VMs working

memory to the stop-and-copy phase.

Migrating a full virtual machine, including it’s virtual disk, requires the transfer

of a considerable amount of data. Work in Shrinker [13], VMFlock [14], and CloudNet

[40] focus on reducing the amount of data to transfer to the destination. Still, these

works do not address storage interference nor do they detect the affinity between

related VMs in order to avoid application degradation. The work in LIME [41] instead

migrates the entire network of related VMs, but this method cannot scale when

VM clusters contain thousands of machines. Furthermore, the limited bandwidth

of a WAN connection may make this technique impractical. The authors of Pacer

[42] perform a synchronized migration of VMs, but again don’t propose a grouping

mechanism to handle large clusters.

5.2 Resource Contention

VM migration in general can be considered an abberation, which requires intense

utilization of almost all system components. Performance interference due to resource

contention, including CPU, cache, memory, and IO, has attracted significant research.

Thread slow-down caused by L2 cache contention has been reported in [43].

Classification-based thread scheduling has been proposed to address CPU time and

last level cache (LLC) contention in multicore processors [44]. In ordered to increase

the utilization of warehouse scale computers, Bubble-Up [45] proposes sensible co-

location of applications based on the prediction of performance degradation that

results from LLC and main memory bandwidth contention. VM storage performance

degradation caused by I/O device contention has also been discussed in [46] [47].

Although many methods have been proposed to address storage interference,
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they’re generally not well-suited as a solution in the domain of storage migration.

Storage I/O bursts can cause a significant increase in request latency. Caching layers

are often used to absorb sudden bursts in read requests, helping to further reduce disk

contention. Everest [38] proposes write off-loading to dampen peak loads. However,

write off-loading does not address the long read burst caused by a storage migration.

Unfair storage resource allocation may violate the application service level objective

(SLO). Soundararajan et. al. [48] propose quanta-based proportional resource alloca-

tion via coordinated learning and throttling-based I/O scheduling to enforce applica-

tion SLO in Associateshared server farms. Stay-Away [49] also proposes proactively

throttling the execution of batch applications to protect the performance of latency

sensitive applications. In storage migration, I/O throttling can be employed to reduce

the migration speed so as to mitigate the interference. However, this will consider-

ably prolong the migration time, which is a key metric when evaluating VM migration

performance. Contention for the I/O device itself dramatically degrades VM storage

performance. To avoid I/O interference between servers, TRACON [46] proposes

task-VM mapping using interference prediction to minimize the runtime and maxi-

mize the I/O throughput of data-intensive applications in a holistic way. TRACON

assumes the storage of each physical machine is independent. However, our scenario

is based on deployments in which VMs are backed by a centralized storage system,

which is common in cloud environments [50]. Moreover, in TRACON the task and

VM are independent, but in our case the VM migration task cannot be isolated from

the migrating VM. To speedup MapReduce applications, ILA [47] proposes nonlinear

interference prediction and adaptive delay scheduling. ILA targets batch processing

applications and assumes jobs can be delayed and scheduled at a later time, while our

work targets maintaining the performance of delay-sensitive applications. DeepDive

[18] monitors low-level system metrics to pinpoint the culprit resources undergoing
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interference, then employs VM migration to balance the system loads and mitigate

interference. However, the interference caused by the migration activity is not dis-

cussed. DeepDive primarily focuses on system management within a local area, but

storage migration typically occurs across wide area environments.

Fundamental to our interference avoidance mechanism are I/O burst off-loading

and prefetching. The I/O burst caused by storage migration is predominately a se-

ries of sequential reads. Similar to Everest [38], which redirects write requests to a

low-load volume, we use a buffer to serve the read requests of storage migration so as

to redirect the read requests out of the primary storage. In order to better utilize pe-

riods of low contention, prefetching is used to pull un-migrated data into the buffer.

Correlation-directed prefetching [51] employs frequent sequence mining to achieve

fine-grained data preloading. Adaptive feedback-directed prefetching [52] employs

counter based feedback to achieve prefetching aggressiveness control. However, since

the storage migration can be treated as a sequential stream, sophisticated prefetching

algorithms to discover and recognize block correlations are simply not needed. In-

stead, our method focuses on a rate-controlled prefetching mechanism. Empirically,

we employ logistic regression on a handful of I/O features to estimate interference

severity in order to dynamically adjust prefetching speed, as well as migration rate.
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CHAPTER 6

CONCLUSIONS AND FUTURE WORK

6.1 Conclusion

An entire industry, and with it countless new applications, has been spawned

from the rapid growth and success of virtualization technology. At the heart of the

modern cloud infrastructure is full machine virtualization, with its strong isolation

and administrative perks it has proliferated nearly all corners of modern comput-

ing. Live migration, a key enabler of virtualization’s flexibility, has seen significant

attention from both researchers and practitioners.

In order to mitigate migration storage interference, we’ve proposed a migration

approach that leverages the known sequential pattern of a pre-copy migration, in

combination with interference prediction and adaptive transfer. Our approach is suc-

cessful at abating workload degradation due to interference in nearly every scenario.

In some experiments, our methodology must compromise the performance of the mi-

gration itself, though we show that the degree of this trade-off is configurable. Still, in

the majority of tests where both the migration and workload suffer, our prototype is

successful at eliminating any reduction in storage performance, for both the workload

and migration.

6.2 Future Work

Our design and prototype invite several future enhancements and areas to ex-

plore. Most important is the need for a hypervisor-level implementation of migration

buffering, which would provide more granular control of the prefetching process and
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introspection into the migrating machine’s I/O. An implementation within the hy-

pervisor would allow prefetching at the block-level rather than page-level, while also

removing the uncertainty of the operating system’s paging decisions.

To reduce complexity, we opted to not address the migrating machine’s I/O

pattern’s in this work, though it would intuitively impact both the buffering we

propose and the retransmissions typical of pre-copy migrations. New work in this

area should address this challenge more extensively.

In order to combat our design’s worst-case scenario, buffering of the virtual disk

can begin prior to the actual migration process - much the same way an application

buffers a portion of streaming media before beginning playback. For VM migration, an

administrator or placement algorithm may indicate their desire to perform migration

before it actually occurs. Thus giving time to prefetch and warm the migration buffer

as means to mitigate interference.

The control mechanisms centered around our interference-PID may be more com-

plex than required. An exploration into tuning this system, or even reworking it

entirely, may make the approach more effective while being easier for others to grasp.

Finally, while successful, our interference classifier is rudimentary - additional

work should investigate this component closely as its output controls many aspects

of the design. New features should be explored along with additional learning algo-

rithms, with success contingent on correctly classifying entirely unseen workloads.
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Appendix A
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ABBREVIATIONS

CPU Central Processing Unit

FTP File Transfer Protocol

GB Gigabyte

HPC High Performance Computing

IOPS I/O Per Second

KB Kilobyte

KVM Kernel Virtual Machine

LAN Local Area Network

MB Megabyte

MPI Message Passing Interface

NFS Network File System

OS Operating System

PID Proportional Integral Gain

QEMU Quick Emulator

RAID Redundant Array of Independent Disks

RAM Random Access Memory

R/W Read/Write

VCU Virginia Commonwealth University

VM Virtual Machine

VMM Virtual Machine Manager

WAN Wide Area Network

YCSB Yahoo! Cloud Serving Benchmark
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