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Abstract

APPLYING HIERARCHICAL TAG-TOPIC MODELS TO STACK OVERFLOW

By John Coogle

A thesis submitted in partial fulfillment of the requirements for the degree of Master

of Science at Virginia Commonwealth University.

Virginia Commonwealth University, 2019.

Director: Dr. Kostadin Damevski,

Assistant Professor, Department of Computer Science

Stack Overflow is a question and answer site for programming questions. It has

become one of the most widely used resources for programmers, with many programmers

accessing the site multiple times per day. A threat to the continued success of Stack

Overflow is the ability to efficiently search the site. Existing research suggests that

the inability to find certain questions results in unanswered questions, long delays in

answering questions, or questions which are unable to be found by future visitors to

the site. Further research suggests that questions with poor tag quality are particularly

vulnerable to these issues.

In this thesis, two approaches are considered for improving tag quality and search

efficiency: automatic tag recommendations for question authors, and organizing the

existing set of tags in a hierarchy from general to specific for Stack Overflow readers.

A hierarchical organization is proposed for it’s ability to assist exploratory searches of

the site.

L2H, a hierarchical tag topic model, is a particularly interesting solution to these

approaches because it can address both approaches with the same model. L2H is evalu-

ated in detail on several proposed evaluation criteria to gauge it’s fitness for addressing

vii



these search challenges on Stack Overflow.
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CHAPTER 1

INTRODUCTION

Modern software development is heavily reliant on the internet. In nearly any pro-

gramming task, there is some knowledge that the programmer does not have, but can

be found somewhere on the internet. Stack Overflow is a question and answer site

specifically for programming related questions and making the best answers immedi-

ately available for future viewers. In this sense, Stack Overflow can be viewed almost

like the programming equivalent to a site such as Wikipedia, where a programmer can

search for some question on Stack Overflow and find a community created answer that

often includes code related to the problem [1].

In filling this role, visits to Stack Overflow have become a vital part of everyday

programming [2]. However, the nature of Stack Overflow has posed a number of sus-

tainability challenges. Notably, the volume of questions and answers on the site makes

it difficult to search efficiently. The unique mixture of both text and code in Stack

Overflow is a challenge for common search algorithms and Natural Language Process-

ing (NLP) techniques. This is particularly problematic because if a question is hard to

find then it is both difficult for future visitors to benefit from it and difficult for experts

to contribute a meaningful answer. Thus, the ability to search the site efficiently is

vital to its overall usability.

In its current state, one of Stack Overflow’s most notable searching features is the

tag. In Stack Overflow, a tag is any user created word-or-phrase added to a question. Up

to 5 tags can be assigned to a given question, and questions that have a tag in common

are considered to share some similarity [3]. For example, two different questions that

both have the java tag are understood to both somehow involve the Java programming

language.
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Tags are used in a variety of different ways on Stack Overflow. For example, they

can be used explicitly to filter questions with some combination of tags [4]. This could

allow an expert to easily find questions that are within their realm of expertise to

answer. Tags can also be used to complement a traditional search by narrowing it to

certain topics. Finally, tags can be used implicitly by a search algorithm to improve

the quality of results [5].

While tags are useful for searching, a major limitation is that they are entirely

human generated. If a question is tagged poorly, it becomes significantly more difficult

to find [5]. Furthermore, there is currently no way to improve a question’s tagging aside

from a person manually reviewing it and providing quality tags for the question.

Another limitation is tags can have vastly different levels of specificity. For ex-

ample, java is a very general tag that could apply to any question involving the Java

programming language. On the other hand, .htpasswd is a very specific tag, referring

to one particular file used specifically by Apache HTTP Server, and could apply to a

much narrower range of questions. This creates difficulty for someone tagging a ques-

tion: If a very specific tag like .htpasswd is used, then the question may be overlooked

by people only looking at related, but more general tags such as the apache tag which

applies to anything related to Apache HTTP Server. On the other hand, using very

general tags can make it more difficult for domain experts to find the question. Ideally,

the question would be well tagged with a mix of relevant general and specific tags, but

it is unlikely that an average Stack Overflow user will know all of the tags that are

relevant to their question. In practice, this means questions often have an incomplete

set of tags that do not fully represent the question [5].

The ideal solution would be total automatic tagging, where some algorithm can

look at any new question and automatically assign all appropriate tags correctly. In

practice, creating an algorithm that performs well enough to automatically tag posts

with sufficient accuracy is a very difficult problem. A more practical solution would be

2



using an algorithm or set of algorithms to assist human generated tagging. Specifically,

there are two key issues that should be addressed to improve human tagging:

1. Use an algorithm to recommend a set of potentially relevant tags that a human

can then manually select from. The primary role of the algorithm in this case is

not to have perfect tagging precision by itself, but rather to make human taggers

aware of other types tags that could be relevant to their question and ultimately

lead to better tag selection by the human tagger.

2. Organize tags in terms of their generality and specificity. With such an organiza-

tion, it could help a person manually find related tags that could be relevant to

their question. This could be especially useful to those who want a quick answer

to their question. They are more likely to seek out a mixture of both general and

specific tags [2] which is directly addressed by such an organization.

One possible way to address both issues is with a hierarchical tag-topic model such

as Label-to-Hierarchy, or L2H [6]. As input, L2H takes a set of text documents tagged

with some labels as training data. After training on those documents, it can then take

new text documents and predict which labels may apply to it. In theory, that could

address the first issue of recommending tags for a human tagger to use. However, L2H

has the additional benefit of creating a hierarchy of labels during training. The most

general tags are the root of the hierarchy, and more specific tags within that general

category are the children. In theory, that could address the second issue of organizing

tags by generality and specificity. Given both of these potential benefits, it is interesting

to explore L2H’s feasibility as a possible solution to both of those issues. Furthermore,

L2H was originally designed for multi-labeled documents with a potentially incomplete

set of human generated labels [6], implying L2H should be particularly suited for the

Stack Overflow dataset.

This thesis will examine the suitability of L2H for addressing these issues in Stack
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Overflow. The focus shall be on the performance of L2H itself and its general suitability

as a candidate solution for these tagging issues. This thesis is based on work which has

been submitted in a paper for review [7]. The performance of L2H will be evaluated in

a variety of manners.

1. Does L2H produce a hierarchy organizing tags from general to specific? Metrics

will be defined to quantify specificity and generality. Those metrics will be applied

to ensure that deeper levels of the hierarchy are more specific and shallower levels

are more general.

2. How effective is the hierarchy in finding related tags from known tags? Metrics

will be defined to quantify how diverse the branches of a hierarchy are. Ideally,

sibling branches should show reasonable diversities, yet sufficient commonality. If

both this property is satisfied and the hierarchy is indeed organized from general

to specific, then the hierarchy can be considered to do an effective job of organizing

related tags near potentially known tags.

3. Does L2H predict similar tags to human chosen tags on unseen questions? L2H

will be used to predict tags for unseen Stack Overflow questions. The results will

be compared with the human created tags to ensure the tagging is similar.

4. How effective is L2H at recommending tags for human tagging? Additional met-

rics will be defined to examine whether a tag that disagrees with human tagging

is likely to be a plausible tag for the question. Producing more plausible tags will

be considered to be making more effective recommendations.

5. How effective is L2H at predicting tag synonyms? The L2H model will be used

to predict which tags are synonymous. The results will be compared with human

identified tag synonyms as a basic similarity metric to compare L2H’s under-

standing of tag meaning compared with human understanding of tag meaning.
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Additionally, the results will be examined for how suitable L2H is for identify-

ing new tag synonyms, as well as what impact the hierarchy has on synonym

identification ability
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CHAPTER 2

BACKGROUND

On Stack Overflow, the strongest individual factor behind unanswered questions is ques-

tion tagging [5]. In this chapter, the factors influencing tag quality are examined. From

that, various models are examined for their suitability to improve both the quality and

usage of tags with the ultimate goal of reducing the number of unanswered questions.

Stack Overflow is a community driven question and answer site specifically for

programming and software engineering. Since its inception in 2008, Stack Overflow has

grown to be one of the largest online programming resources in existence [8]. By the

nature of the question and answer format, the site is only useful to the readers if the

questions ultimately get answered. As Stack Overflow has gotten larger, an increasing

number of questions have gone unanswered, [9] which poses a potential challenge to the

long-term sustainability of the site.

Researchers have explored why questions on Stack Overflow are going unanswered

[5]. In some cases, the question is not appropriate for the site in some way and therefore

should go unanswered. However, it is much more common for a question to go unan-

swered because the asker does not pose the question effectively, such as not providing

enough details in the question for someone to answer it. The most common common

reason that a question goes unanswered is because it fails to attract an expert member

who can answer it. Furthermore, if a question doesn’t attract an expert, the most

common culprit is incorrect tagging of the question [5]. Then a logical starting point

to counteract the increasing number of unanswered question on Stack Overflow is to

improve the quality of question tagging.
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Figure 1: An example of an active Stack Overflow question that

demonstrates a common successful tagging paradigm [12]

2.1 Question Tagging

Stack Overflow requires that a question have at least one tag, and allows a max-

imum of five tags. Most questions are somewhere in the middle, with 72 percent of

questions having between 2 and 4 tags. Active questions on Stack Overflow tend to

have a variety of tags that complement each other and relate to multiple aspects of

the question. A common tagging paradigm for active questions is one or two tags for

the most general and relevant technology for the question, and then possibly several

more specific tags detailing more specific elements relevant to that question [2]. The

question in Figure 1 is an active question that is a prime example of this paradigm. It is

tagged with java, which is a very general tag for the language in question (1.4 million

questions with the tag [3]). However, it is also tagged with the much more specific

tags of language-lawyer (4 thousand questions [3]), main (2,400 questions [3]) and

identifier (1 thousand questions [3]), which all bring emphasis to very specific, but

relevant details for the question. Other active questions also often demonstrate this

paradigm [10] [11].

In contrast, unanswered questions tend to have a variety of tags that do not nec-
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essarily add to each other or the question. For example, a common tagging paradigm

among unanswered questions is to tag the question with each technology the asker is

using even when those technologies aren’t especially important to the question. It’s

also common for all tags in an unanswered question to be of a similar level of generality

or specificity with not much mixture. Finally, unanswered questions are often missing

some tags that are relevant to their question. An example of these types of questions

will be examined in section 2.1.2.

2.1.1 Prominent Tags

While the notion of a general tag is intuitive, it is not a well defined concept.

The concept of a prominent tag can be defined to better examine tagging behavior in

practice. A prominent tag is any tag that is more common than some threshold. For

example, one possible criteria is whether a tag is within the top N most common tags.

Prominent tags are defined as such to capture the intuition that a general tag is likely

to be common. Ideally, the threshold should be set such that an intuitively general tag

is likely to also be prominent and vice-versa. A question can then have its tags classified

as prominent or non-prominent as a well defined approximation to the intuitive notion

of general and specific tags.

A reasonable threshold must be chosen for prominent tags to be a useful concept.

As prominent tags are intended to approximate general tags, it is useful to look at the

known properties of a general tag for guidance in selecting a threshold. Specifically,

a general tag is known to be used on a large number of questions and is more likely

to be named after a specific technology (especially a primary technology, such as ios

as opposed to a specific aspect of that technology, such as uitableview, or specific

versions, such as ios-12). In contrast, specific tags tend to be used on fewer questions

and are more likely to be named after concepts rather than technology. Therefore, a

threshold can be selected by ensuring questions above the threshold are both sufficiently

8



Top X Primary Tech. Secondary Tech. Concepts LCTP PPTA

10 10 0 0 4.32% 100%

25 23 2 1 1.63% 86.7%

50 44 2 4 0.787% 84.0%

100 77 6 17 0.428% 66.0%

200 138 13 49 0.231% 61.0%

Table 1.: Statistics for the top tags on Stack Overflow, with the Least Common Tag

Prevalence (LCTP) and the Percentage Primary Technologies Added (PPTA) com-

puted.

common and sufficiently likely to be named after particular technologies.

We define two novel metrics to help further quantify this decision. For a given set

of tags, The Least Common Tag Prevalence (LCTP) is defined as the percentage of

all Stack Overflow questions that the least common tag within the set applies to. For

example, among the top 10 tags, the least common tag is ios, which is currently used

on 582,226 questions. As there are currently 13,472,769 questions on Stack Overflow,

the LCTP would then be 582,226
13,472,769 = 4.32%. Using this metric gives a sense of how

common tags are for a given threshold.

Additionally, let PT (X) be the number of tags in set X which are primary tech-

nologies, and let TT (X) be the total number of tags in set X. For two given sets of

tags, A and B, where B is a superset of A, the Percentage Primary Technologies Added

(PPTA) is defined PT (B)−PT (A)
TT (B)−TT (A) . This metric equates to what percentage of new tags in

set B are primary technology tags. Broadly, the higher the percentage in this metric,

the greater the percentage of purely general tags. Therefore, PPTA gives a sense of the

other criteria, that general tags tend to be named after specific technologies.

In Table 1, the results of several thresholds are computed. Each tag is counted as

9



either a primary technology, such as java or windows, a secondary technology, such as

uitableview or .htaccess which are components of larger primary technologies, or a

concept, such as class or sorting. Additional, both LCTP and PPTA are computed

for each threshold. PPTA is computed relative to the threshold above. For example,

the PPTA for the top 50 is relative to the top 25. For the top 10, PPTA is computed

against the empty set.

LCTP observes a power law decay with increasing tags. PPTA observes a more

irregular decay pattern with increasing tags. The drop between the top 10 and top 25

is expected, as the PPTA for the top 10 is compared against the null set. In contrast,

the drop between top 50 and top 100 is more significant because there is no a priori

reason to expect it.

Given this data, the threshold for a prominent tag is chosen as any tag within the

top 50 most common tags. Going beyond the top 50 has notable drawbacks on both

criteria. The drop off in PPTA beyond the top 50 means that a notable increase in

undesired tags are also included. By itself, that’s not necessarily undesirable as primary

technologies are still a strict majority of added tags. If going by PPTA alone, it might

be reasonable to accept this error and continue increasing the threshold until PPTA is

below 50%.

The other criteria, LCTP, suggests that increasing the threshold to that point may

not be reasonable. By definition, any tags added beyond the top 50 are used on fewer

than 0.787%, or 1 out of every 127, Stack Overflow questions. Although no strict

boundary for "uncommon" has been defined, such scarcity is nevertheless stretching the

intuition of a general tag being common.

An alternative data driven perspective is comparing to the LCTP of the top 10

tags, since the top 10 most frequent from a set of over 46,000 can reasonably be accepted

as common. Viewed like this, any tags added beyond the top 50 must be more than
4.32
0.787 ≈ 5.49 times as rare as the least common of the top 10 tags. Note this factor is

10



relative to the least common of the top 10, not the mean, median, or other metric for

centeredness. In other words, all such metrics would create a larger factor than this.

Beyond the top 100, tags must be more rare than a factor of 10.1, and beyond the top

200, more than 18.7.

Beyond the top 100, all tags added are already more than an order of magnitude

less common than any of the top 10 tags. That can be reasonably accepted as no longer

common. Between the top 50 and top 100, the added tags are between 5.49 times and

10.1 times as rare as the least common of the top 10 tags. Although not as clear cut

as beyond the top 100, that is nevertheless significantly less common than the top 10

tags. Considering those tags also experience a drop off in quality by PPTA, the relative

LCTP perspective also suggests the top 50 is a reasonable threshold for prominent tags.

The choice of threshold for prominent tags was ultimately made by human judge-

ment. Although data was gathered, examined and used as the basis of said judgement,

nevertheless caution is warranted as human judgement is imperfect. This is a potential

threat to validity of the following analysis based on prominent tags. A more rigor-

ous and mathematically sound examination of the data may find a different threshold

is more appropriate, or even that the current threshold is thoroughly insufficient for

unforeseen reasons. Either such finding would weaken the value of the next section.

Furthermore, an additional threat to validity is the changing usage of tags over

time. As various tags become more or less popular over time, it is possible that the

ideal threshold for prominent tags will also change over time. This analysis does not

account for that possibility.

2.1.2 Case Study of Question Tagging in Practice

The question in Figure 2 is an obscure, unanswered question that demonstrates

some of the tagging issues in unanswered questions. The text of the question is as

follows: "I am trying to implement Netflix Zuul for load balancing traffic between
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Figure 2: An example of an unanswered Stack Overflow question that

demonstrates some common tagging problems [13]

different ELB’s in different regions. Can somebody suggest good tutorial or any alter-

native method for load balancing ELB traffic." Note particularly the second sentence,

which indicates that the question asker’s true intent is load balancing web traffic across

regions. It also makes no mention of what technology is being used to implement this

or what the intent of the task is.

While there are a number of issues with this question that are likely hindering it

from being answered [14], the focus here will be on how the tags hinder discoverability.

Particularly, consider that even a non-expert who stumbles upon the question could

leave a comment directing the asker on how to improve this question, at which point

many of the other issues will be solved or at least greatly reduced. This type of sug-

gestion is a common practice on Stack Overflow [15]. However, that cannot happen if

the question is not discovered, and tags are one of the most important components for

discoverability.

The tags for this question are amazon-web-services (64 thousand questions [3])

and netflix-zuul (772 questions [3]). In this case, the tags are simply a list of the

services involved in the question title. Notably, neither tag used is a prominent tag,

as per the definition of a prominent tag as any tag among the top 50 most commonly

used tags on Stack Overflow. There are also no tags specifying what technologies are

being used with the services, nor any tags suggesting that the true question is about

load balancing web traffic. There are other tags that could be added that are relevant

to the question. For example, the load-balancing tag is relevant and adds to the
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question by showing what specifically about those technologies is in question.

For general tags, the tags dedicated to programming or markup languages are

among the most popular on Stack Overflow. In the top 10 most common tags, 7 are

dedicated to a specific programming or markup language. In the top 25 most common

tags, 15 are dedicated to a specific programming or markup language. In the top 50

most common tags, 22 are dedicated to a specific programming or markup language.

Presumably, the asker is using some programming or markup language in order to

use both of those services for their project. If the asker adds that tag to the question, it

is plausible at least some of the people following that language tag have had a similar

issue and could point the asker in a useful direction. Most importantly, it would bring

much more attention to the question. If the asker’s project is done in Java, for example,

then there are 1.4 million questions with that tag [3] The level of attention to that tag

is more than an order of magnitude greater than the next most popular tag used in the

question (amazon-web services, with 64 thousand questions).

Adding those two tags by themselves would be a significant improvement to the

question’s tagging, possibly enough to bring someone to the question who can either

answer it outright or direct the asker on how to improve the question further.

Questions like this which make all three tagging mistakes and remain undiscovered

are rare. It is much more common for a question to make one or two tagging mistakes

rather than all at once. Even among questions that do make all three, they often will

still be discovered and answered eventually. However, "eventually" is not enough. The

median response time for a question is 15 minutes [5], and this fast response time is

one of the most important factors in the success of Stack Overflow [8]. Furthermore,

the distribution of response times has a long tail that drops off significantly after the

first hours. If a question does not grasp immediate attention, it is reasonable to expect

multiple days to pass before it is answered. This can be seen in the average question

response time, 2 days and 10 hours [8], which is heavily skewed by the outlier questions

13



that are not swiftly answered. Therefore, it is desirable to improve discoverability even

for questions that may still eventually be answered, as that can make a very large

difference in the expected response time.

2.2 Assisting Human Tagging

Encouraging higher quality tagging on Stack Overflow questions is expected to

reduce the number of unanswered questions and expedite answers in general. Tags are

human generated by the question asker, so the most obvious approach is complementing

their tagging process. That raises the question: What hinders human tagging?

An obvious cause is sheer volume: At the time of writing, there are 46,300 unique

tags (i.e. has not been marked as a synonym for any other tag) on Stack Overflow that

have been used for at least 5 questions. It is virtually impossible for a typical Stack

Overflow user to know all or even most of those tags, much less efficiently select which

ones are relevant to their question.

Broadly speaking, there are two ways to address a data volume problem such as

this. The first is "searching," by providing some algorithm that can efficiently identify

which results are relevant for a given query. In this case, the question itself is the query,

and the algorithm seeks to find which tags are relevant.

The other approach is "sorting," by providing some efficient organization of the

dataset such that manually finding a desired element or set of desired elements is fast

and simple for the average human with their existing knowledge. This approach is

somewhat more challenging to apply in this case due to the question of what criteria

should be used to organize the data? For example, an obvious way to sort the tags

would be in alphabetical order. Although that does make it simple to find a tag on a

list assuming the name of the tag is known, it is useless for this problem because the

user does not know the name of the tag they desire. What the user does know is the

domain knowledge of their problem and the general scope and technologies involved.
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A potentially useful organization, then, is a hierarchy of tags, with more specific

tags as the leaves of more general tags. It is likely there is a tag named directly after

the technology involved in the question and said tag can be readily identified by the

user. This is evidenced by tags named after technologies being among the most widely

used tags on Stack Overflow: 46 of the 50 most commonly used tags on Stack Overflow

are named after a technology of some kind. From there, the hierarchy might point

the user towards more specific tags for that technology, among which may be tags

relevant to their specific use case. Alternatively, if the user starts with a very specific

technology, the hierarchy could point the user towards more general tags encompassing

the user’s technology but are still relevant to the question. Existing evidence suggests a

hierarchical tag organization is beneficial for both contributing and for reading [4] [16]

[17]

Both of these are viable approaches to improving tagging quality. The remaining

question is what algorithm could efficiently identify relevant tags and present them to

the user, and what algorithm could organize the existing tags in a hierarchy of general

and specific tags.
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CHAPTER 3

RELATED WORK

When someone asks a question on a site like Stack Overflow, the question itself typically

has a reasonable sized body of text detailing the subject of the question. The user is

likely to put a decent amount of effort into writing the question in effort to explain the

question effectively. Given these characteristics, the body of text appears to be a prime

input for some natural language processing (NLP) algorithm which can then predict

whether a tag is likely to apply to that particular question body or not.

There are a number of challenges with that, however, especially the fact that

questions on Stack Overflow aren’t truly natural language text. Many questions on

Stack Overflow will include some amount of code mixed in the question body, which

may or may not be separated from the normal language text. The code follows a very

different set of rules and grammar than natural language, which could be a challenge for

existing NLP algorithms. Certain words may have one particular meaning in natural

language but mean something entirely different in the context of code.

An example of this problem is the word "for". In English, the word "for" is a

preposition that indicates purpose. In many NLP problems, "for" provides so little

information that it is filtered out in preprocessing, and doing so will often improve the

accuracy of the NLP model. [18] By contrast, in the C programming language, "for" is

a keyword that indicates a specific type of iterative loop, and provides vital information

about what is happening in the program.

This issue is further complicated by the fact that there are many possible program-

ming languages that could be used in a Stack Overflow question, each with their own

syntax and keywords, which may or may not be shared across languages and may or

may not mean the same thing in different languages. The keyword "for" may refer to
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a specific iterative loop in the C programming language, but in the Java programming

language, it might refer to that loop style or is may refer to a different so-called "for-

each" loop that examines each element in a specific data structure, depending on how

the keyword was used. Other languages often also include the "for" keyword, which

often means still different things and has different usages in those languages.

This is a significant challenge for a number of traditional NLP techniques and will

require special care to handle properly. Unfortunately, since code is such a vital compo-

nent to many Stack Overflow questions, it is not safe to simply ignore it. Nevertheless,

despite the challenges, it appears there should be some method in this style that could

predict tags from the question body.

The other question is how to create the tag hierarchy. There is no information in

the tags themselves that makes it obvious how they are related. By examining how the

tags are used with various questions, it should be possible to infer how tags are related.

A very simple example of this is noticing that the swing tag is rarely used without

the java tag, but the java tag is often used without the swing tag. From that, it is

reasonable to infer that swing is a more specific element of java.

By itself, this type of intuition is not enough. This simple example could be for-

malized by setting some thresholds and comparing tag occurrences and co-occurrences

to the thresholds. Unfortunately, doing so would produce a directed graph, not a hier-

archy. Mathematically, a directed graph is still a valid and useful organization for tags,

but such an organization no longer has the intended clear path between specific and

general, and is arguably less intuitive for human understanding. Therefore, it is not an

acceptable solution for this issue.

It should still be possible to use a similar style of model to ultimately produce

a hierarchy. It could be augmented to include some method of reducing the directed

graph into a hierarchy, for example.

An alternative approach is to use NLP models with the question body to associate
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certain text with certain tags. The models for each tag could then be used to deduce the

correct ordering for a hierarchy. While more elaborate, it’s notable that this approach

has potential to better capture the tag meaning and thus produce a higher quality

hierarchy. It’s also notable that this approach is similar to the concept for predicting

new tags. If a similar model is used for both predicting new tags and generating a

hierarchy, then that would create logical consistency between tag predictions and tag

organization as both were generated from similar models.

From this, both questions ultimately reduce to what NLP techniques would be

applicable for producing tag predictions and generating a hierarchy.

3.1 Tag Recommendation

There have been a number of models that could predict labels for some form of

text document. For instance, Saha et. al. used a support vector machine for every label

that each classify whether that label applies to a given document or not [19]. Fang et.

al. used tensor factorization with a Gaussian kernel in a similar fashion [20]. Labeled

Latent Dirichlet Allocation has been used for tag recommendation [21] [22]. All of these

methods are based on non-trivial machine learning models and/or mathematics. While

each method has merits, they have the drawback of obfuscating some of the particular

nuances of the problem.

3.1.1 Hierarchical Clustering Models

A hierarchical clustering model is one of the simplest models that can potentially

be effective at tag recommendation [23] [24]. This model divides a set of documents into

clusters using some unsupervised machine learning technique. A range of techniques

could be used for forming the clusters, including both divisive and agglomerative (top-

down division and bottom-up merging) techniques. Regardless of clustering technique,

all resulting clusters are organized in a hierarchical fashion, with clusters at the root
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being more general and encompassing more documents, while those at the leafs are

small, specific clusters, only including a small number of documents.

Once all documents have been assigned to a cluster, then documents within the

same cluster could be considered to share some intrinsic similarity. In the context of

the Stack Overflow problem, this type of model has some appealing properties. The

clusters produce groups of documents that share some intrinsic similarity, which is very

similar to what the concept of a tag is supposed to be. These clusters are also organized

in a hierarchy that goes from very general to very specific, addressing one of the key

issues mentioned in the introduction.

Despite this, the model falls short for this problem for several reasons. While the

clusters achieve a similar purpose to tags, there is not necessarily any correspondence

between an existing tag and a learned cluster. It’s even possible that the cluster has no

simple human understandable meaning, and is thus entirely irrelevant to this problem.

Furthermore, because the model is unsupervised, it has no way of taking the existing

tags into account while training. Even if by coincidence the clusters do end up cor-

responding to tags, there will be no way to determine which clusters map to which

tags beyond manually examining and labeling them. There has been some work to

solve this, however. Some variants allow some specificity in how clusters are formed,

meaning it would be possible to use tags as the groups for clustering [25] [26].

However, there is another significant issue with using hierarchical clustering for the

Stack Overflow tagging problem. Each document is only assigned to a single cluster

path, which creates an issue for documents with multiple tags. Even if each cluster

directly corresponded to an existing tag in Stack Overflow, this model would only be

able to handle documents if all tags were in the same cluster path. For example, this

question [27] is about interaction between python and java code, and is tagged with

both the python and java tags. Given that most java and python questions are

about issues within their respective languages, it is unlikely that a sane hierarchy will
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place them in the same hierarchy path: java is not a generalized issue that encompasses

python, or vice-versa. Meaning, since these tags belong to disjoint positions in the

hierarchy, the hierarchical clustering model is fundamentally incapable of handling this

question correctly.

3.1.2 Probabilistic Topic Models

Another type of model that could potentially be useful for tag recommendation

is a probabilistic topic model. In a probabilistic topic model, there are a number of

groups, called topics, and each document is assigned some probability of belonging to

each topic. These models are applicable to any type of discrete data and is especially

popular for NLP tasks. This type of model is interesting for this problem because it

is fundamentally capable of assigning any document to any number or combination of

topics.

Like hierarchical clustering, probabilistic topic models are typically unsupervised.

For example, Latent Dirichlet Allocation (LDA) is reasonably well used topic model

and it is unsupervised, and a labeled variant of it has previously been used for this

problem [21] [22]. In a typical unsupervised topic model, the topics are learned rather

than specified, similar to how clusters are learned rather than specified in hierarchical

clustering. For this problem, that brings all the same issues as hierarchical clustering

had.

Additionally, some topics models offer methods to ensure tags would be meaning-

fully associated with the inferred topics, even if the model is fundamentally unsuper-

vised. Between this, probabilistic topic models avoid both of the significant issues with

hierarchical clustering.

While it solves those problems, there are also some new issues with probabilistic

topic models that didn’t exist with hierarchical clustering, the most notable of which

is the absence of a hierarchy. Without the hierarchy, there is no clear organization of
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topics in terms of specificity or generality. Even outside the context of this particular

problem, a hierarchy could be desirable because it makes it simpler to interpret topic

meanings, particularly when the topics must be learned in an unsupervised model.

3.1.3 Hierarchical Topic Models

Hierarchical topic models work similarly to other probabilistic topic models, but

include some algorithm for organizing the learned topics in a hierarchy. On the surface,

this appears to combine the strengths of a probabilistic topic model with the strengths of

hierarchical clustering. However, many hierarchical topic models still maintain some of

the attributes that make hierarchical clustering or probabilistic topic models unsuitable

for the Stack Overflow problem.

A number of hierarchical topic models have been developed, such as the hSLDA

model [28] and the hLLDA model [29]. Similar to regular probabilistic topic models and

hierarchical clustering, hierarchical topic models are typically unsupervised. A number

of models, such as hierarchical LDA (hLDA), are only able to assign documents to one

topic in the hierarchy. Multiple other models have been proposed to address this and

more issues, but still many maintain attributes unsuited for this application.

One hierarchical topic model in particular, L2H [6], seems to address many of

the concerns with hierarchical topic models that are relevant to the Stack Overflow

problem. In particular, L2H is a supervised model, requiring a training dataset from

which it explicitly creates one topic for every tag. By doing so, L2H avoids any of the

issues with dissociation of learned concepts from existing tags.

While training the topics, L2H also builds a graph of the "concepts," which is

L2H’s term for tag/topic pairs. At the end of training, a hierarchy is built from the

graph organizing the concepts from most to least general. Notably, however, the graphs

weights are updated during training. This means associations between concepts are not

limited to estimating tag associations based on how the initial training data is tagged.
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While that is used as an initial graph, L2H also learns new associations between concepts

during training even if the initial tags do not make it obvious [6]. This is an important

feature because if the original tagging is neither entirely complete nor entirely correct,

as in many human generated data sources, then L2H can still learn from it. A well-

trained L2H model can even predict novel tags for training data that may have been

absent, or identify tags in the training data that may be inaccurate.

L2H appears to combine the strengths of probabilistic topic models and hierarchi-

cal clustering while including very few of the attributes that are undesirable for this

problem. It provides an immediate answer to the issue of organizing tags in terms of

specificity with the hierarchy, while also providing an answer for tag recommendations

with the topic model. Unlike hierarchical clustering, a document isn’t assigned to one

specific path in the hierarchy, but rather is assigned probabilistically, avoiding the issue

of a document fitting in multiple paths. Also unlike hierarchical clustering, the tags

directly correspond to a component in the model, providing little chance of a mismatch

between tag and model. Finally, an additional bonus is the fact that L2H does not

assume the training data is entirely correct, making it especially suited for the Stack

Overflow data.
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CHAPTER 4

METHODOLOGY

In this chapter, the details of how L2H works will be examined. The difficulties involved

in applying L2H to Stack Overflow will then be discussed, followed by a discussion of

how additional tag synonym predictions can be generated from the model.

4.1 L2H

For a given tag, every word has a certain probability of suggesting that tag is

relevant. This set of probabilities forms a discrete probability distribution, called a

topic, that is associated with that tag. The pair of tag and topic is referred to as a

concept. Concepts are organized internally as a weighted directed graph, with each

concept as an edge in the graph. If a document in the training set is tagged with two

different tags, then an edge is added between them with the weight equal to the number

of documents tagged with both tags versus the number of documents with the starting

tag alone. [6]

More formally, words are the most basic discrete unit of data under considera-

tion by L2H. Let w denote a word. A document is defined as a sequence of words

d = {w0, w1, w2...wNw} where Nw is the number of words in the document and

wi, 0 ≤ i ≤ Nw is a word in the document. A corpus is a collection of documents

D = {d0, d1, d2...dNd} where Nd is the number of documents in the corpus and di, 0 ≤

i ≤ Nd is a document in the corpus. For a given corpus, the set of all words that occur

at least once is the vocabulary, denoted as V = {w0, w1, w2, ...wNv}, where Nv is the

number of words in the vocabulary and wi, 0 ≤ i ≤ Nv is a word in the vocabulary.

A tag is a word that can be associated with specific documents. Let t denote a tag.

For any given document, there is a non-empty set of tags associated with it, denoted Ld.
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For a given corpus, the set of all tags that occur at least once is the label vocabulary,

denoted as L = {t0, t1, t2...tNl} where NL is the number of tags in the label vocabulary

and ti, 0 ≤ i ≤ Nl is a tag in the vocabulary.

Over a given corpus’s vocabulary, V , and label vocabulary, L, topics and concepts

can be defined. A topic is a discrete probability distribution with the probability mass

function Pφ(w = wi) = Pφ,i where 0 ≤ i ≤ Nv and
Nv∑
i=0

Pφ,i = 1. Every topic is associated

with a tag, and there are no topics that are not associated with a tag. That is, if Φ

denotes the set of all topics, then the number of topics in set Φ equals the number of

tags in the label vocabulary, NL. There also is a one-to-one mapping between topics

and tags. For this, the notion of a concept is introduced. A concept is defined as a pair

(l, φ) where (l ∈ L) is a tag and (φ ∈ Φ) is a topic.

The task of L2H is to take a corpus of documents and the associated vocabulary

and label vocabularies and construct a hierarchy of concepts. Let G = (V,E) be

a weighted directed graph. Each vertex in this graph corresponds to a concept. The

initial weight for each edge from vertex Vi to Vj is the number of documents tagged with

both tag ti and tag tj, denoted Di,j, divided by the number of documents tagged with

tag tj, denoted Dj so weight(Vi, Vj) = Di,j/Dj. Finally, a background node is added

to the documents with zero initial weight on the edges going towards the background

node, so weight(x, background) = 0, where x is any vertex in V . The weight from

the background node to every other node equals the number of documents tagged with

tag ti, denoted Di, divided by the number of occurrences of the most common tag, so

weight(background, Vi) = Di/maxk(Dk), wheremaxk(Dk) is the number of occurrences

of the most common tag.

After the initial graph is generated, a Markov Chain Monte Carlo (MCMC) al-

gorithm is used to infer the final hierarchy from the training data [30]. The number

of possible hierarchies increases rapidly with the number of tags present. To practi-

cally perform inference on large datasets, it is essential to select a good prior hierarchy.
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The prior hierarchy is constructed by using Chu-Liu/Edmonds’ algorithm [31] for the

maximum spanning tree on graph G. The background node is used as the root.

4.1.1 Switching Probability

The basic principle for learning in the L2H model is similar to that of the LDA

model. Each word in a document is considered to be generated by one of its topics. The

set of tags associated with a document, Ld indicates which topics are more likely to be

used. Defining the words of a document like this creates focused topics [32]. However,

it is not safe to assume the set of tags associated with a document is complete. It is

likely that users overlooked some tags. Furthermore, in the case of Stack Overflow,

users are limited to 5 tags per question. A question which has more than 5 applicable

tags is technically impossible to tag correctly.

To address this issue, there are two sets of tags used during learning. For each

document, the tags are divided into two subsets, L0 and L1. L1 includes both the

document’s inherent tag set, Ld, and all tags along the path from the root to any tag

in Ld. L0 is the complement of L1, containing all tags in L but not in L1.

L1 is defined as such because it captures relevant broader tags. For example, if

a question is tagged with android-toolbar then logically the tag android should

also be applicable because android is a superset of android-toolbar. Defining L1

with this broader information ensures it captures tags that should be relevant given the

human generated tag set, Ld. In contrast, this ensures L0 captures all tags that there is

no a priori reason to believe are directly relevant to the document. However, there may

be relevant tags to be discovered in L0, and it is possible some tags in L1 are actually

irrelevant. This is the same issue of imperfect tagging mentioned earlier, but this more

formal definition is amenable to a solution.

Let γ = (γ0, γ1) be a hyperparameter. For each document, a switching probability,

πd, is defined by a draw from the distribution πd = Beta(γ0, γ1). The switching proba-
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bility specifies how likely a given token is to be generated by tags in L1 as opposed to

tags in L0. This avoids a strict requirement that all words in the document are gener-

ated by one of the human labeled tags or their related tags. Instead it only maintains

a soft preference for those tags and leaves open the possibility of incorrect human tags

or undiscovered additional tags. This is how L2H avoids assuming that documents are

tagged exhaustively.

Thus, the general procedure for sampling topics in L2H looks like this for each

document:

1. Assign a switching probability πd = Beta(γ0, γ1) to the document

2. For each token, randomly decide whether the label set will be L1 or L0 with

probability πd, then randomly select a tag/topic pair from that label set.

3. Compute the conditional probability of a word given the token via bottom-up

smoothing followed by top-down sampling [33] and update the topic accordingly.

Once the topics are updated, then the tree structure can be updated accordingly.

This is done via the Metropolis-Hastings algorithm [34]. For each vertex Vi in the

graph except the background node, randomly select an incoming node Vk that is not

currently considered a descendent node, with the probability weighted proportionally

by edge weights. Randomly decide whether or not the new node Vk is assigned as the

parent of node Vi.

Overall, the functionality of L2H can be summarized by Figure 3, as presented in

the original paper introducing L2H [6].

4.2 L2H on Stack Overflow

Applying L2H to Stack Overflow presents a number of challenges. The mixture of

natural language text with source code is a unique format that does not necessarily lend

itself to existing NLP techniques [35] [36] [37]. Additionally, human error is a significant
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Figure 3: Graphical representation and description of L2H’s behavior, as presented in

[6]

factor among Stack Overflow text. While L2H has inherent mechanisms for addressing

the human error in tagging, the document text itself is likely to contain various forms

of human error. For instance, not all words will be spelled correctly. Sentences will not

necessarily use valid grammar. Vital details may not be explicitly written or stated in

the question. Answers may be outright incorrect or irrelevant.

Notably, some context and information may be left out if it is reasonable to expect

a human reader to understand that information a priori, but the algorithm does not

necessarily have that information. While this is true for many NLP problems, it is

especially prevalent in technical Q&A text such as Stack Overflow. For instance, the

term "query" will likely have a very different meaning when used in a question about

SQL (probably referring to a database lookup query or how to express something in

the SQL syntax) than it will in a question about jQuery (probably referring to either

the technology itself or how to use the API to access particular elements of a webpage).

If the text does not make it explicit which variant of the term "query" is being referred

to, it is difficult for an algorithm to infer the meaning of the term. That is particularly

problematic when determining whether or not to tag a question with the sql tag or

the jquery tag.
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To some extent, L2H accounts for this. Probabilistic topic models such as L2H

can model uncertainty in their probabilities. Nevertheless, effectively preprocessing the

documents can have notable impact on the overall performance of the model and is

therefore an important consideration. There are three significant preprocessing deci-

sions for consideration.

4.2.1 Preprocessing Considerations

1. What text should constitute a document?

2. Which questions should be included in the training corpus for L2H?

3. What steps are necessary to adequately model the mixture of both code and

natural language text?

The first significant preprocessing decision is what text should constitute a doc-

ument? Possible choices include the question text by itself, the text of the answers if

present, the text of the comments, whatever text is exclusively natural language text

or exclusively code text, etc. Consider that one of the key purposes of applying the

model is to potentially provide tag suggestions while a user is asking a question. In

such a scenario, the model will only have access to the question text. Additionally, the

tags for a question are supposed to be decided based on their relevance to the question

itself, not necessarily how the question was answered, so it makes theoretical sense to

use just the question text. Given that, the question text is used by itself as the text for

L2H.

The next significant preprocessing decision is which questions should be included

in the training corpus for L2H? While it is theoretically possible to use the entirety of

Stack Overflow as the training corpus, the computational cost would be prohibitively

expensive. Furthermore, not all questions on Stack Overflow are necessarily quality

training samples. The text of a question that was closed for being "not a question," for
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example, is unlikely to actually state any form of question, and therefore is unlikely to

be a useful training sample for the model. Likewise, questions that were moved to other

Stack Exchange sites may not be representative samples for questions that belong on

Stack Overflow.

In particular, however, questions with primarily uncommon tags are unlikely to

contribute to the model. 26.78% of tags occur less than 10 times. Such tags are almost

certainly difficult or impossible to build a valid and usable model for, and are of dubious

usefulness to the dataset as a whole. Furthermore, only 7.31% of tags occur more than

1,000 times, suggesting that a relative minority of the tags on Stack Overflow constitute

the majority of tag occurrences.

To take advantage of these insights, questions are selected in small batches starting

from a commonly occurring tag such as java or android. This ensures all questions

have at least one non-rare tag, and thus provide value to training the model. However,

it is still possible to include a question with a rare tag if such a tag occurs alongside

a common one. To avoid rare difficult tags, all tags that occur below some minimum

label frequency are filtered out and not used by the model. The end result is a usable

training corpus for building the model.

The final significant preprocessing decision is how to adapt for the mixture of both

code and natural language text. One seemingly obvious tool is the <code> html tag

which is supposed to be used in questions to format code blocks. Unfortunately, this

html tag is not consistently used to mark code, instead being used primarily when

special code formatting is desired, even if the text itself is natural language instead

of code. Therefore, it is not a reliable indicator of what is code and what is natural

language text. Nevertheless, it is a useful approximation and is used here to separate

code from natural language.

To properly represent both code and natural language, they are initially separated

by the code tag. Natural language text is divided into words using spaces and punc-
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tuations as word boundaries, and frequent bigrams are merged and treated as a single

word. Any excessively rare or excessively common words are filtered out as not useful

for the model. Code is divided into words with a similar process, accounting for the

fact that valid symbol boundaries in natural language text are not necessarily valid

boundaries in code text. A similar process of merging common bigrams and removing

overly common or rare occurrences is also performed. Once this is finished, the sets

of words from the code and natural language portion together form the words for the

document.

With this, the initial corpus is selected, fully preprocessed, and ready for use in

training the model. While this preprocessing does not account for all known difficul-

ties with the Stack Overflow dataset, it does account for a practical subset of them.

Additionally, as discussed earlier, L2H has inherently useful properties for some of the

challenges in the Stack Overflow dataset. The current preprocessing should enhance

those properties and thus indirectly reduce the significance of those issues.

4.2.2 Hyperparameter Selection

In building L2H on this training dataset, hyperparameters must be appropriately

chosen. L2H has α, β, and γ hyperparameters as illustrated in Figure 3. All of these

hyperparameters are a form of prior: as the amount of training data increases, the

influence of the hyperparameter values on the final model decreases. The Stack Overflow

dataset, having tens of millions of unique posts is very large. Although the training

data is notably smaller than this, it is still a rather large number of training samples.

Given this, the recommended default hyperparameters from the segan library are used.

The expectation is both that segan’s default hyperparameter choice is reasonable for

this model and that hyperparameter choice will ultimately have minimal impact on the

final model. This expectation is supported by existing work [38]. It was further tested

in practice by building models on a separate sample and confirming that the resulting
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models were well fitted via validation.

4.3 Tag Synonyms

Once the model is run on the training dataset for a number of iterations, it can

be validated in a number of ways. A topic model is most commonly validated by

using perplexity or predictive likelihood [39]. Model validation can be used to select

reasonable thresholds for filtering during preprocessing and ensuring hyperparameters

are reasonable.

An additional validation tool can be used in this case by using tag synonyms.

Stack Overflow has an existing dataset of human labeled tag synonyms created by

existing users of Stack Overflow. The finished model can be used to predict whether

or not two particular tags are synonymous and compare that prediction against the

human labels. If L2H’s tag synonyms are significantly different from human identified

tag synonyms, that indicates that L2H’s model of the tags is notably different from

human understanding of the tags. In such a case, even if L2H otherwise performs

well on predictions, the gap between the model’s understanding of tags and human

understanding of tags suggests it would not be useful for recommending tags to humans,

failing one of the primary purposes of applying L2H on Stack Overflow.

4.3.1 Topic Distance

L2H does not have an inherent mechanism for testing if topics are similar, so

an appropriate method must be determined. Once the L2H model is built, it has a

tag/topic pair, (l, φ), for every tag in the corpus. It is common to compare two topics

using the Kullbach-Leibler divergence (KL-Divergence) [40] [41] [42]. KL-Divergence

is defined as D(x, y) = −
n∑
i=0

x(i)log(y(i)
x(i)), where x and y are discrete probability

distributions of size n.

KL-Divergence is a desirable measure due to its roots in information theory and
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probability, and it lends itself to theoretically sound methods for comparing two topics.

However, it is not a suitable measure for identifying tag synonyms. A basic property

of synonyms is they are symmetric: If A is a synonym of B, then B is also a synonym

of A. KL-divergence, by contrast, is not a symmetric measure. KL-Divergence of A to

B can give a very different number than KL-Divergence of B to A. What is instead

desired is a metric with similar information theoretic and probabilistic properties that

allow theoretically sound comparison, but is also symmetric.

An appropriate metric, then, is the Jensen-Shannon divergence [43] [44]. Intu-

itively, in desiring a measure with properties of KL-Divergence but with the addition of

symmetry, one might try simply taking the KL-Divergence for both possible directions.

For example, f(x, y) = 1
2D(x, y) + 1

2D(y, x). This does not suffice because it is possible

for D(x, y) to be infinity if y(i) is zero but x(i) is non-zero.

That problem can be avoided by using a mixture distribution. Let M(x, y) = (x+

y)/2 be a mixture distribution for probability distribution x and probability distribution

y. A notable property of M(x, y) is if either x(i) or y(i) is non-zero, then M(x, y)(i) is

also always non-zero. Given this, a function like g(x, y) = 1
2D(x,M(x, y))+1

2D(y,M(x, y))

will be symmetric and based on KL-divergence, but will no longer have issues of infinite

values. In fact, it is possible to show 0 ≤ g(x, y) ≤ log(2) for all x, y. g(x, y) is, in fact,

the definition of the Jensen-Shannon divergence. That is, JS(x, y) = g(x, y). Viewed

like this, one can intuitively see how the Jensen-Shannon divergence preserves the de-

sirable properties of KL-Divergence for this problem while resolving the undesirable

complications of asymmetric behavior and infinite values.

A tag synonym can then be identified by taking the Jensen-Shannon divergence of

two topics. Below some threshold, the topics are considered to be synonyms, while above

that threshold they are considered to not be synonyms. This is how L2H’s predictions

of tag synonyms are determined and ultimately compared with human identified tag

synonyms for validation.
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4.3.2 Hierarchy Integration

It is notable that topic distance approaches to identifying tag synonyms makes no

usage of the hierarchy inferred by L2H, only the tag topic distributions. As L2H also

generates the hierarchy, and the hierarchy is supposed to provide useful information

about the tags and their relationship, it is logical that integrating the hierarchy into

the predictions should improve the ability to identify tag synonyms. However, the

correct way to integrate the hierarchy into the existing synonym identification scheme

is not necessarily obvious.

Intuitively, tags that are closer to each other in the hierarchy are more likely to

have related meanings. From this, a basic technique to utilize the hierarchy is with

graph distance. Let δ(φ0, φ1) be the shortest graph distance between two tag topics in

the hierarchy. Note that this graph distance is across the final generated hierarchy, not

across the weighted directed graph used to generate the hierarchy.

With the δ function, a simple threshold comparison can be done: If δ is above

a certain threshold, then the topics are considered to be too far apart to be synony-

mous. This is logical because topics that are very far apart in the hierarchy should

be conceptually unrelated, and therefore not synonyms even if the topic distribution

may look similar. Thus, overall, a tag can be considered synonymous if and only if

δ(φ0, φ1) ≤ ε0 ∧ JS(φ0, φ1) ≤ ε1, where ε0 is some threshold for maximum graph dis-

tance and ε1 is some threshold for maximum Jensen-Shannon distance.

This method of identifying synonyms is suboptimal. More generally, δ(φ0, φ1) and

JS(φ0, φ1) can be viewed as features for some unknown classifier, C, which is capable

of classifying an input as synonymous or not synonymous based on the input features.

Viewed as this, the issue of identifying tag synonyms becomes a separate machine

learning problem where the objective is to identify the best possible C for identifying

tag synonyms. While in theory any reasonably sound classifier could be used for C, it

is notable that the input features are ultimately based on L2H.

33



That reasoning can be taken a step further. The issue is then, why are δ(φ0, φ1)

and JS(φ0, φ1) specifically the features? Viewed even more generally, C is testing for

internal redundancy in the model generated by L2H: if two topics are truly synony-

mous, then learning separate representations for them is redundant. In fact, having

such redundancy reduces the power of the model because each of the synonymous rep-

resentations lost some potential training material to the other redundant topic.

Therefore, the internal state of L2H should be the feature set for C. Furthermore,

the classification scheme used by C should be based on the internal workings of L2H to

most accurately determine whether L2H is learning a redundant topic. In other words,

C is actually an extended component of L2H itself for checking redundancy.

Extending L2H with a redundancy checking component is a potentially useful

direction for future research. However, it is also outside the scope of this work.

For the purposes of this work, then, not all potential methods of identifying tag

synonyms will be able to be tested. Overall, four methods of identifying tag synonyms

have been proposed thus far.

1. JS(φ0, φ1) ≤ ε1

2. δ(φ0, φ1) ≤ ε0 ∧ JS(φ0, φ1) ≤ ε1

3. Classifier C with features δ(φ0, φ1) and JS(φ0, φ1)

4. Extend L2H with internal redundancy component

The cutoff decision can be viewed in terms of the complexity added by testing the

next method.

The additional complexity in method 2 compared to method 1 is a new measure,

δ(φ0, φ1) must be computed and a new threshold, ε0, must be determined. δ(φ0, φ1) is

computed by calculating shortest graph distance on the existing hierarchy.

The additional complexity in method 3 compared to method 2 is a new classifier,

C, must be trained with the existing features. Some machine learning model must
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be selected for C. That may involve training and testing several models for C before

determining the best one, for some criteria. Furthermore, if C is based on a supervised

machine leaning model, then some training data must be created or generated in order

to build C.

The additional complexity in method 4 compared to method 3 is L2H must be

further studied for additional understanding of its behavior. Then an appropriate model

of that behavior for the purpose of identifying redundant topics must be identified and

captured, and said model should have theoretical grounding in L2H’s internal behavior

and accurately determine when redundant topics exist in general.

In terms of added complexity, methods 1 and 2 can be obviously tested without

going extensively out of scope for this work. Method 3 could theoretically be tested,

particularly if there was a clear candidate model for the task. In absence of such a

model however, the process of testing and identifying models to determine the best

tool for distinguishing tag synonyms is an involved enough process to warrant its own

research, and thus is not performed in this work. Therefore, methods 1 and 2 will be

tested and their performance for identifying tag synonyms will be compared. Methods

3 and 4 will not be tested as out of scope for this work.
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CHAPTER 5

EVALUATION

In this chapter, several criteria for evaluating the effectiveness of L2H on Stack Overflow

will be defined. The results of several evaluation tests will be examined and used to

answer the evaluation criteria, providing an overall answer to L2H’s effectiveness on

Stack Overflow.

Evaluating the model centers on questions related to the two key criteria defined

and discussed throughout the paper. Namely, the issue of creating a hierarchy organiz-

ing tags from general to specific and creating a model that can recommend useful tags

for a human tagger. Additionally, the effectiveness of tag synonym prediction can be

examined as a potential additional benefit for the model. Overall then, the evaluation

criteria are:

1. Does L2H produce a hierarchy organizing tags from general to specific?

2. How effective is the hierarchy in finding related tags from known tags?

3. Does L2H predict similar tags to human chosen tags on unseen questions?

4. How effective is L2H at recommending tags for human tagging?

5. How effective is L2H at predicting tag synonyms?

All of these criteria require a L2H model. To create a usable model for evaluating

these criteria, all Stack Overflow posts between January 1, 2016 and March 13, 2017

are selected as prospective input data. Any tags used in more than 5,000 questions or

fewer than 1,000 are removed. This removes rare tags or cases of excessively abundant

tagging that would not be statistically distinct enough to build a usable model for. Note
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that the threshold is balanced to avoid filtering out the most popular Stack Overflow

tags solely by virtue of being popular. If there is enough data to plausibly distinguish

them from other topics, then they will be included in the model as well.

Words are filtered out of questions if they appear in 40% or more of questions, or

if they appear fewer than 300 times. This is the same filtering step discussed in the

methodology section. A separate model was produced on a separate sample to verify

the quality of these thresholds.

After the remaining preprocessing is performed as detailed in the methodology

section, the resulting dataset contains 369 tags and 196 pairs of tag synonyms according

to Stack Overflow’s tag synonyms page [45].

The model hyperparameters are set at α = 10, β = 1000, and γ = (γ0 = 0.9, γ1 =

0.1). The model was then trained on the dataset and used for the remainder of the

evaluation.

5.1 Exploratory Search Effectiveness

One of the stated goals for applying the L2H model to Stack Overflow is providing

a hierarchy that is useful for exploratory searches. To do so, the hierarchy must score

well on evaluation criterion 1, 2, and 3.

Evaluation criteria 1 asks whether the hierarchy does in fact organize tags from

general to specific. A potential method of answering this is by using the concept of

prominent tags introduced in the background section. Unfortunately, prominent tags

only provide a binary classification of whether a tag is prominent or not prominent.

Such an evaluation would only be effective at levels of the hierarchy where the tags

tended to cross the threshold. It provides little insight into whether the tags continue to

become more general or more specific at other locations in the hierarchy. Furthermore,

prominent tags are intended as an approximation to the concept of general and specific

and are therefore not an entirely accurate method for formally evaluating the hierarchy.
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5.1.1 Specificity and Diversity

Two metrics are used to quantify how well the hierarchy organizes tags from general

to specific: Specificity and Diversity [46]. Specificity is used to measure if a document

is specific to its subtree. The specificity of a set of documents is expected to increase as

tags become deeper in the hierarchy. Diversity is used to measure how different two sets

of documents are. Diversity is expected to increase when comparing entirely different

branches of the hierarchy.

Let θm,n be the weight of a concept for a particular document, where 1 ≤ m ≤ D

and 1 ≤ n ≤ K and D is the number of documents and K is the number of concepts. The

Shannon entropy can be estimated for each document asHm = −∑K
n=1 θm,n log2 θm,n, 1 ≤

m ≤ D. To illustrate that this is a useful measure for the problem at hand, consider

the case where a document has equal weights for all concepts. In such a case, Hm =

−∑K
n=1

1
K

log2
1
K

= − log2
1
K

= log2 K. Note that this is both the maximum value the

function can have for a document and it is also the point at which the document is most

diverse with the concepts. Conversely, consider a document that is entirely weighted to

a single concept. In this case the limit of Hm will be considered for correct evaluation:

Hm = − limθm,1→1 θm,1 log2 θm,1 −
∑K
n=2 limθm,n→0 θm,n log2 θm,n, 1 ≤ m ≤ D = 0 Note

that this is both the minimum value the function can have for a document and it is

also the point at which the document is the least diverse with the concepts. Thus, the

Shannon entropy estimate usefully captures information about document diversity.

Let θn be the average weight for a concept n across all documents, formally defined

as θn = 1
D

∑D
j=1 θj,n. Let Hm = −∑K

n=1 θm,n log2 θn, 1 ≤ m ≤ D. Hm estimates Shannon

entropy for the concept averages, but still using the document’s concept weights to

weight the terms. It equates to the amount of entropy expected if the document weights

are neutral. The difference between the true document entropy and the expected neutral

entropy for the document can be defined as Vm = Hm − Hm and is referred to as

the document divergence. The average document divergence across all documents is
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V = 1
D

∑D
m=1 Vm and is the primary measure of Diversity.

A similar logic applies to the definition of concept specificity, defined as Sn =
1
D

∑D
m=1

θm,n

θn
log2

θm,n

θn
, 1 ≤ n ≤ K. This definition is based on the Shannon entropy

estimate with each weight normalized by the average concept weight. To illustrate that

this metric achieves its intended purpose, consider the case where a concept is equally

present in every document such that θm,n = θn. In this case, Sn = 1
D

∑D
m=1

θn

θn
log2

θn

θn
=

1
D

∑D
m=1 0 = 0. Note that this is the both the minimum value of the function and

the point where a concept is the least specific it could possibly be. Consider an-

other case where a concept is only present in a single document. In that case, θ1,n =

1, θm,n = 0for2 ≤ n ≤ D meaning θn = 1
D

and Sn = 1
D

(limθ1,n→1
θ1,n

θn
log2

θ1,n

θn
+∑D

m=2 limθm,n→0
θm,n

θn
log2

θm,n

θn
= 1

D
(D log2 D+∑D

m=2 0) = log2 D. Note that this is both

the maximum value of the function and the point where a concept is as specific as it

could possibly be. Thus, the concept specificity is a useful measure of how specific

concepts are and is the primary measure of Specificity.

5.1.2 Experimental Results

The results of measuring Specificity at various levels of the hierarchy can be seen in

Figure 4. The concepts at level 2 are clearly more specific than the concepts at level 1.

Concepts at deeper levels also tend to be more specific, although the precise trend is less

well defined due to less data. It seems evident that the increase in specificity is notably

more gradual deeper in the hierarchy, however. Overall, it is safe to conclude that going

deeper in the hierarchy does indeed result in more specific documents, although they

never get significantly more specific past level 2.

The results of measuring Diversity at various levels of the hierarchy can be seen in

Figure 5. For each branch at each level, the average document divergence is computed

against every sibling branch. Note that at every level, the sibling branches show an

increase in divergence. This indicates that different branches tend to capture different
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Figure 4: Specificity of concepts, i.e. Sn

where n indexes a concept. The figure

only shows branches whose length is no

less than 5 levels.
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Figure 5: Average document divergence

within a subset of documents selected

using a concept, and average diver-

gences and standard errors to the sub-

set of documents from using sibling

concepts.

sets of documents.

Between these two results, it can be concluded that the hierarchy does indeed

organize concepts from general to specific, affirmatively answering evaluation criteria

1. The data in Figure 4 and Figure 5 suggests that the hierarchy will be effective

for finding more specific or more general tags from a known tag and also be effective

at finding related sibling tags, but it will be most effective at level 2. This answers

evaluation criteria 2. Finally, it can be inferred that the hierarchy will be useful for

an exploratory search because of both the general to specific organization and because

different branches lead to different sets of documents as per Figure 5.

5.2 Tag Prediction

The L2H model was used to predict tags for a set of 23,000 unseen questions.

For each question, the number of true tags within the L2H model’s top N tags is

used to measure the accuracy of the model for various values of N . The same test was
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performed with a Labeled LDA model as a point of comparison. The results are plotted

in Figure 6.

In both models, accuracy increases with respect to N . This is expected: with the

definition of accuracy used, it is impossible for accuracy to decrease with respect to N .

Assume for a given question, it has y true tags, x of which are predicted by a model

at threshold N . The accuracy of the model at threshold N will be A(x, y) = x
y
. At

threshold N + 1, there will be exactly 1 new tag predicted by the model. If this tag

is not one of the true tags, then the thresholds x and y will remain unchanged, and

by proxy the accuracy will be the same. If the tag is one of the true tags, then x

will increase to x + 1, making the new accuracy x+1
y

which is strictly larger than x
y
.

Therefore, increasing N will always result in greater or equal accuracy for the model.

5.2.1 Plausibility

Several observations can be made about the accuracy in Figure 6. For tight thresh-

olds (e.g. N < 10), accuracy is close to 45%. Much higher accuracy would be expected

at these thresholds if the model was perfectly emulating human tagging behavior. How-

ever, the objective of tag predictions is not to accurately emulate human tagging, but

to suggest relevant tags that may be overlooked by human taggers. In that context,

suboptimal accuracy can stem both from inaccurate predictions and from useful pre-

dictions that are typically overlooked by human taggers. The concept that a prediction

is useful independent of whether it is typically captured by human labeled datasets is

referred to as a prediction’s "plausibility."

5.2.1.1 Concept

Without a rigorous method for classifying a prediction as either inaccurate or use-

ful, the plausibility of the predictions cannot be directly measured. An indirect method

of measuring plausibility can be performed if the probability of a given prediction from
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the model being correct can be known a priori.

To illustrate why, assume for a moment that there is a such a way to know the a

priori probability that a given prediction from the model will agree with a human tag.

Consider the case where there is a strong a priori probability of a prediction agreeing

with a human tag, and yet the prediction turns out to not match any human tags.

In such a case, it is much more likely for that prediction to be plausible than for the

prediction to be entirely inaccurate. This is so because the predictions from the model

are known to be consistent with some logic (that is, whatever math and logic govern

the model’s behavior) that largely agrees with human reasoning for tag selection. If

the logic did not largely agree with human reasoning, then it would not be able to have

a strong a priori probability of a prediction agreeing with a human tag. Furthermore,

the model is known to be operating in "good faith." That is, it is not doing anything to

artificially reduce the quality of its predictions, such as randomly returning known bad

predictions. From this, it can be inferred that the prediction is most likely plausible

because it was generated in good faith by a process that largely agrees with human

reasoning.

Consider the alternative case, where there is a very weak a priori probability of a

prediction agreeing with a human tag and the prediction does not match any human

tags. In such a case, it is much more likely for that prediction to be inaccurate. This is

so because by having such a weak a priori probability, it indicates that the model does

not usually agree with human reasoning in that case. As such, an incorrect prediction is

most likely completely divergent from human consideration, and therefore is inaccurate.

From these two cases, it can be inferred that the likelihood of a prediction being

plausible instead of inaccurate is directly proportional to the a priori probability of

the prediction agreeing with a human tag. Therefore, one possible way of indirectly

measuring plausibility is by measuring this a priori probability.
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5.2.1.2 Derivation

It is possible to measure the probability of the model’s prediction at rank N agree-

ing with a human tag by examining the slope of accuracy with respect to N . The proof

of such is as follows:

For a given model, the probability that a prediction at rankN is a human prediction

can be denoted as P (N). By the frequentist definition of probability, P (N) = a
a+b ,

where a is the number of instances where a prediction at rank N truly agrees with a

human prediction, and b is the number of instances where a prediction at rank N does

not agree with any human prediction. Additionally, note that a + b = T , where T is

the total number of predictions made at rank N , and T is a constant.

The accuracy, as defined earlier, is A(x, y) = x
y
, where x is the number of tags

predicted by the model within the top N that agree with human predictions for a given

question, and y is the total number of tags given by humans for a given question. The

slope of accuracy with respect to N , then, is m(A,N) = A(x2,y2)−A(x1,y1)
N2−N1

=
x2
y2
−x1

y1
N2−N1

. As

y is constant, and N2 = N1 + 1, this simplifies to x2−x1
y

. Considering the definition of

x, x2 − x1, once summed over all questions, will equal the number of tags predicted

by the model at exactly rank N that agree with human tags. This is the definition of

a stated earlier. Thus, the slope of accuracy with respect to N is m(A,N) = a∑k

i=0 yi

,

where k is the total number of questions. Note that C = ∑k
i=0 yi is a constant, as

all y values are constant, as is k. Therefore the slope of accuracy with respect to

N can be further simplified m(A,N) = a
C

where C is a constant. Finally, P (N) =
a
a+b = Cm(A,N)

a+b = Cm(A,N)
T

= m(A,N)C
T
, and C

T
is a constant as it is a fraction of two

constants. Therefore, for a given model and given N , m(A,N) is directly proportional

to the probability that predictions at rank N agree with human predictions.
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5.2.2 Experimental Results

Figure 6 can offer insights about the plausibility of the predictions for L2H and

LLDA. In the case of LLDA, the slope is largely flat after a small N . Therefore, it can be

inferred that the predictions from LLDA are likely to have low plausibility. Conversely,

L2H maintains a notable slope throughout the entire range examined, suggesting that

the predictions across the entire range are relatively plausible compared to LLDA. Addi-

tionally, L2H offers better accuracy than LLDA at all examined thresholds, suggesting

that L2H is an all around superior model for the task of tag recommendation.

Figure 7 shows how accuracy improves with respect to document length. The

accuracy of tags increases with respect to questions length for both models. This is a

logical result for topic models. Broadly speaking, each topic in a topic model captures

the statistical frequencies of words in a question that would be represented by that

topic. With more words, the statistical frequencies will be more accurate, and therefore

more accurately portray which topics should be relevant. L2H outperforms LLDA at

all examined document lengths.

The accuracy in Figure 7 is based on the top 5 tags. The results are potentially

misleading if LLDA can outperform L2H at different levels of top N . Figure 7 shows

that this is untrue in the general case, as L2H outperforms LLDA at all thresholds on

average. However, it is still possible for LLDA to outperform L2H at specific thresholds

with documents of a specific length. This possibility was not examined. It is believed

that with the existing data, any such result is more likely to be statistical noise than

anything meaningful, and therefore irrelevant. Nevertheless, if more data were to show

that LLDA does indeed outperform L2H in a specific case (e.g. if LLDA outperformed

LLDA in the case of top 10 tags with documents of length 120), this could offer a hint

at a potential weakness in the L2H model. This may be a potential direction for future

research. However, it is not considered a threat to validity because even in such a case,

it remains true that L2H outperforms LLDA on average.
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Figure 6: Tag prediction accuracy us-

ing a flat model and that using a con-

cept hierarchy. We consider a correct

prediction when the tags of an unseen

question appears in N most significant

topics/concepts/tags (or top N tags).
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Figure 7: Tag prediction accuracy us-

ing a flat model and that using a con-

cept hierarchy. The accuracies shown

are for top 5 tags (N=5). Each accu-

racy measure is estimated for unseen

questions whose length has an upper

bound of a specific length, e.g., (0−50],

(50− 100], etc.

Overall, the results show that L2H performs effectively at tag prediction compared

to the baseline. The level of accuracy and plausibility shown in the results is sufficient

to give an affirmative answer to evaluation criteria 3, as L2H is indeed predicting similar

tags to humans for unseen questions, even if the tags are not precisely the same. The

plausibility also suggests that L2H’s recommendations should be effective even when

they don’t precisely match human tags, answering evaluation criteria 4.

Note that in highly accurate tag recommendation methods, individual models such

as L2H or LLDA are often not used directly. Instead, methods like LLDA are often

used in an ensemble of classifiers, such as the ensemble EnTagRec [47]. Based on the

results here, adding a model similar to L2H to such an ensemble should offer both

improvements to prediction accuracy and improvements to the plausibility of results

that do not match labels.
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5.3 Tag Synonym Identification

In the methodology section, two potential methods of identifying tag synonyms

were selected. Method 1 simply uses the Jensen-Shannon divergence between two topics

and says they are synonyms if below a certain threshold. More specifically, two tags

with topics φ0 and φ1 respectively are synonyms if and only if JS(φ0, φ1) ≤ ε1 for some

appropriate threshold ε1.

Method 2 additionally requires that the two topics be near each other in the tag

hierarchy to be considered synonyms. More specifically, two tags with topics φ0 and

φ1 respectively are synonyms if and only if δ(φ0, φ1) ≤ ε0 ∧ JS(φ0, φ1) ≤ ε1 for some

appropriate thresholds ε0 and ε1.

To determine how effective tag synonym identification is, all
(

369
2

)
= 67, 896 pairs of

tags in the dataset are evaluated with both of these metrics. The results are compared

against the human labeled tag synonym pairs, where the precision, recall, and F1 score

are computed. For both methods, some threshold must be used for comparison. As the

ideal threshold is unknown, a variety of thresholds are tested and compared, shown in

Figure 9, Figure 8, and Figure 10.

5.3.1 Mathematical Constraints of Results

Overall, Method 2 performs better in terms of F1 and precision, while Method 1

performs better in terms of recall. As illustrated in Figure 9, reducing the maximum al-

lowed hierarchy distance also reduces recall across all possible choices for the threshold.

To some extent, this result is intuitive from the mathematics.

Recall is defined as R = TP
TP+FN , where TP is the number of true positives and FN

is the number of true negatives. According to the equation for Method 2, reducing the

hierarchy distance threshold ε0 can only produce more additional negative results as per

the definition of a logical and. Therefore, the false negatives can only be increased and

the true positives can only decrease with respect to the hierarchy distance threshold ε0.
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Consider the case where a single false negative is added. The recall is changed to

R1 = TP
TP+FN+1 , meaning the net change in recall is ∆R1 = R1−R0 = TP

TP+FN+1−
TP

TP+FN .

This can be simplified to ∆R1 = −TP
(TP+FN)(TP+FN+1) . Note that ∆R1 is negative for all

positive non-zero integer values of TP and FN . Thus, increasing the number of false

negatives uniformly decreases the recall value.

Consider the case where a single true positive is removed. The recall is changed to

R2 = TP−1
TP+FN−1 , meaning the net change in recall is ∆R2 = R2−R0 = TP−1

TP+FN−1−
TP

TP+FN .

This can be simplified to ∆R2 = −FN
(TP+FN)(TP+FN−1) . Note that ∆R2 is negative for all

positive non-zero integer values of TP and FN . Thus, decreasing the number of true

positives uniformly decreases the recall value.

Therefore, decreasing the hierarchy distance threshold will always result in a smaller

or equal recall value. Figure 9 is therefore not surprising. This does not imply that

Method 2 is inherently inferior however because it is possible to increase the Jensen-

Shannon threshold ε1 to achieve higher recall. If Method 2 can achieve better precision

at a similar recall, then that would be a potential reason to prefer Method 2 in some

applications.

This may raise the question of whether Method 2 could even theoretically improve

on Method 1 on any of the given criteria. F1 score is computed from precision and

recall; thus Method 2 can be an improvement over Method 1 on the existing criteria if

and only if Method 2 can theoretically improve the precision.

Precision is defined as P = TP
TP+FP . As previously established, Method 2 cannot

increase the number of true positives. If a single true positive is removed, then the

precision is changed to P1 = TP−1
TP+FP−1 . Note that this equation is identical to R2 from

earlier, only with FP substituted for FN . Therefore, similar to R2, removing a single

true positive can only reduce the precision for all positive non-zero integer values of TP

and FP .

According to the equation for Method 2, reducing ε0 can only produce more nega-
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tive results. Thus, false positives can only be decreased by Method 2. If a single false

positive is removed, then the precision is changed to P2 = TP
TP+FP−1 , meaning the net

change in precision is ∆P2 = P2 − P0 = TP
TP+FP−1 −

TP
TP+FP . This can be simplified to

∆P2 = TP
(TP+FP−1)(TP+FN) . Note that ∆P2 is positive for all positive non-zero integer

values of TP and FP . Thus, decreasing the number of false positives uniformly in-

creases the precision. Therefore, it is theoretically possible for Method 2 to improve

the precision for a given threshold, and so it is indeed possible for Method 2 to offer a

better result than Method 1 on the given criteria.

5.3.2 Influence of the Hierarchy

Figure 11 shows how distant topics are from each other for various possible tree

distances. As expected, topics farther apart in the hierarchy tend to also be farther

apart in topic distance. The variability at each tree distance is very large however,

implying that correlation between the tree distance and topic distance is not particularly

strong.

In theory then, if the hierarchy offers useful information, then Method 2 should in

some sense be superior to Method 1 due to incorporating more useful information in

its classification. The choice of metric for overall ability is somewhat complicated by

the nature of the problem. Specifically, there are significantly more non-synonym pairs

than synonym pairs. With an unbalanced dataset, a typical metric such as accuracy is

almost entirely useless.

The F1 score is another common metric that was not hindered by the data im-

balance issue in this case. The F1 score supports the hypothesis that Method 2 offers

a better overall classification ability, as demonstrated in Figure 10. If thresholds are

selected to optimize F1 score, then the best thresholds are at ε0 = 1, ε1 = 0.512 with

a score of 0.7325. In contrast, for method 1 the best thresholds are at ε1 = 0.49 with

F1 score of 0.6967. This result supports the notion that Method 2 can achieve better
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precision for a given Jensen-Shannon threshold, and ultimately allows better overall

performance despite relaxing said threshold.

Nevertheless, there are a variety of strengths and weaknesses to both methods.

Method 1 still has a number of strengths compared to Method 2, including that is

is simpler to define and configure, requires less information to run (i.e. only needs

the topics, not the entire hierarchy), and it offers superior recall at every threshold.

Particularly, the fact that Method 1 does not depend on the hierarchy suggests that

this method could be applicable to other topic models even if those models do not

generate a hierarchy like L2H. By contrast, Method 2 could only potentially apply to

other models if they also generate a relevant hierarchy.

5.3.3 ROC and Precision-Recall Curves

Another way of quantifying the performance of tag synonym identification is with

the Receiver Operating Characteristic curve, plotting true positive rate versus false

positive rate as shown in Figure 12. This curve can be used to compare the possi-

ble performances of the L2H tag synonym identification schemes with that of a non-

hierarchical model. In this case, the LLDA model is used as a flat topic model for

comparison. LLDA tag synonym predictions are performed with the Jensen-Shannon

distance between topics, as in to Method 1. For the L2H based methods, both Method

1 (the δ =∞ model) and Method 2 (the δ = 1 model) are shown.

For all models, an ideal threshold would have a high true positive rate and a low

false positive rate. In this case, true positives increase rapidly with respect to false

positives, suggesting that such a threshold can indeed be chosen. Furthermore, both

L2H based methods appear to offer superior true positive rates compared to the LLDA

model. However, this analysis can be misleading due to the extreme class imbalance in

this problem.

An alternative to the ROC curve is the precision-recall curve, shown in Figure 13,
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which is less sensitive to data imbalance issues. As before, both L2H models are repre-

sented and compared to the LLDA baseline. In this case, an ideal threshold has both

high precision and high recall. For all models, the precision remains relatively high up to

a certain recall level where it drops off. The LLDA models drops off significantly sooner

than either of the L2H models. Method 2 maintains better precision than Method 1 as

recall increases, as has been suggested earlier.

A number of observations can be made from Figure 13. It is significant that Method

1 with the L2H model outperforms the same tag synonym identification method applied

to the LLDA model. This observation suggests that topics learned in the hierarchical

fashion employed by L2H are superior for synonym identification compared to the same

topics learned in a flat, non-hierarchical fashion, even if the hierarchy itself is not used

in making the predictions. It further suggests that if the hierarchy is used to augment

the identification process, then superior results can be achieved. Note that only the

most extreme instances of hierarchy distance were compared in Figure 12 and Figure 13.

While this is sufficient to show the hierarchy is useful for tag synonym identification, it

is entirely possible that different thresholds or more sophisticated methods of including

the hierarchy in identification process could increase prediction performance further.

5.3.4 Optimal Thresholds

Overall, tag synonym identification with the outlined approaches requires careful

selection of thresholds. Different thresholds can optimize different types of error rates

in order to get the best performance for a desired application. Among the four metrics

considered in this analysis, precision, recall, F1 score, and accuracy, the thresholds that

optimize each are outlined in Table 2.

As indicated earlier, accuracy is a misleading metric to optimize for this problem

due to the extreme number of non-synonymous tag pairs compared to the few number

of synonymous tag pairs. The low precision at the optimal thresholds for accuracy
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is particularly indicative of this. Optimizing for recall can also be trivially dismissed

as the resulting method is equivalent to classifying every pair as synonymous. The

precision at those thresholds is also extremely low.

Among the metrics examined, then, only the thresholds that optimize precision and

the thresholds that optimize F1 score would make reasonable sense in practice. Each

of them could be useful with different desired use cases. For example, if the purpose is

to identify a candidate set of potentially synonymous tags which will later be manually

verified, then the thresholds that optimize F1 score would likely be most effective.

If the thresholds that optimized precision were used instead, then fewer potentially

synonymous tags would need to be rejected, but a significantly larger number of true

tag synonyms would be rejected by the classifier.

Conversely, if the purpose is to automatically identify tag synonyms directly, then

the thresholds that optimize precision make the most sense. If the thresholds that opti-

mize F1 score were used instead, then more false positives will be present, increasing the

burden of rejecting false synonyms and devaluing the ability of automatic tag synonym

identification. The missed true synonyms are not as significant in this case, since it is

assumed they are likely to be manually identified later.

5.3.5 Baseline Comparison

The TSST tag synonym recommendation method by Beyer et. al. is a potential

point of comparison for the performance of the L2H based tag synonym identification

schemes [48]. Unlike the LLDA and L2H models previously examined, their approach

is based directly on tags themselves independent of what question content is used with

the tags. For example, the names of the tags algorithm and algorithms differ only

in plurality. Therefore, based on tag name alone, it is likely that they are synonyms.

They present a total of nine such strategies generally aimed at identifying tags that have

the same name written in different ways. The output of their model is a ranked list of
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Figure 8: Precision of tag synonym

identification versus topic distribution

distance where the precision is defined

as TP
TP+FP .
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Figure 9: Recall of tag synonym iden-

tification versus topic distribution dis-

tance where the recall is defined as
TP

TP+FN .
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Figure 10: F1 score of tag synonym
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distance where the F1 score is defined
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Figure 11: Topic distribution distance

versus tree distance.
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Figure 13: The Precision-Recall Char-

acteristics (PRC) for tag-synonym

identification using hierarchical model

(L2H) and flat model (LLDA), respec-

tively.
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possible synonyms for each given tag. They evaluate their model based on whether the

correct synonym is found within a certain number of rank positions from the top of the

list.

In their results, the correct synonym could be found within the top 15 suggestions

in 74.9% of instances. The correct synonym is the top suggestion in 45.9% of instances.

When tested on new synonyms not part of the known set, the synonyms are the top

suggestion in 20.0% of instances. As this method of evaluation is different from the

evaluation method used for L2H synonyms, these results are not directly comparable.

Nevertheless, some inferences can be made about how the L2H synonyms perform

relative to TSST.

As discussed earlier, when using the L2H synonymmodel for identifying a candidate

set of potentially synonymous tags, the thresholds that optimize F1 score will be most

appropriate. Therefore, the version of the model that optimizes F1 score will be the

focus for comparison. In that version of the L2H model, 88.47% accuracy is achieved for

identifying whether tag synonym pairs are synonymous. This figure compares favorably

with the TSST model even within the TSST’s top 15, with the caveat that TSST is

attempting to generate a list of synonyms for a given tag whereas the L2H model is

attempting to determine whether two specific tags are synonymous.

Despite the difference in evaluation methodology, it appears that the L2H model

performs at least comparably to the TSST model. This conclusion is based on the

superior accuracy figures compared with those reported for the TSST model, the fact

that the superior figures are achieved without caveats such as within a set of 15 tags,

and that the bounds of tag similarity afforded in the L2H model are typically much

smaller than a set of 15 tags.

There are some threats to the validity of this analysis. Although the L2H model

performs well in pairwise comparisons, it is possible that ranking tags by similarity may

result in the truly synonymous tag being ranked below multiple other tags, which would
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harm performance if evaluated similarly to the TSST evaluation. This is mathematically

unlikely given the aforementioned tight bounds of tag similarity, however. Conversely,

there is a possibility that the TSST model may perform unexpectedly well if modified

to perform a pairwise synonym test similar to the L2H model evaluation. Given the

nature of the TSST model, it is unknown what performance would result or even if such

an evaluation is feasible. Either possible threat, if true, would undermine this analysis

and suggest inferior performance of the L2H model for tag synonym identification.

Overall, the proposed methods show that L2H can effectively identify tag synonyms

on at least a comparable level to existing methods, if not better, answering evaluation

criteria 5. While the topics alone are effective at this task, using the hierarchy for

predictions improves performance. A notable additional result is that the topics alone

are more effective than the same topics trained with a non-hierarchical model, even

when the hierarchy is not directly used for predictions.
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Table 2.: Example results of tag synonym identification

Distribution Graph Optimal Performance

Threshold Threshold Metric Metrics

(δφ) (δg)

0.35 1 Precision=84.48% Precision=84.48%

Recall=25.00%

Accuracy=62.49%

F1 Score=38.58%

0.75 ∞ Recall=100.00% Precision=0.79%

Recall=100.00%

Accuracy=81.91%

F1 Score=1.58%

0.60 ∞ Accuracy=96.14% Precision=14.55%

Recall=84.69%

Accuracy=96.14%

F1 Score=64.59%

0.51 1 F1 Score=73.12% Precision=69.58%

Recall=77.04%

Accuracy=88.47%

F1 Score=73.12%
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CHAPTER 6

CONCLUSION

This thesis examines the effectiveness of L2H for improving tagging quality on Stack

Overflow. Existing research suggests that higher quality tagging could result in an

overall improve Q/A experience for the site [5]. L2H is a particular interesting approach

to this issue because it offers two different potential solutions to the problem. Firstly,

L2H offers the ability to recommend relevant tags when a question is being asked.

Secondly, L2H offers the ability to organize the tags in a hierarchy from general to

specific which can assist in exploratory searching.

Five criteria were defined and investigated in detail to evaluate how well L2H

realize its apparent merits.

1. Does L2H produce a hierarchy organizing tags from general to specific? Based on

the Specificity metric used, the hierarchy does indeed organize tags from general

to specific. The effect is strongest at level 2, with deeper levels having smaller

differences in specificity.

2. How effective is the hierarchy in finding related tags from known tags? Based

on the Diversity metric and the Specificity metric, related tags tend to be placed

near potentially known tags. This is true in both the directions of parent to child

and vice versa, as well as between sibling branches. From this, it can be inferred

that the hierarchy is effective at identifying related tags based on known tags.

3. Does L2H predict similar tags to human chosen tags on unseen questions? Through-

out various experiments, L2H achieved higher accuracy at predicting human tags

compared to the baseline. From this, it can be said that L2H does predict similar

tags to humans even on unseen questions.
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4. How effective is L2H at recommending tags for human tagging? Based on the

plausibility metric defined, the tags recommended by L2H which do not exactly

match human tags tend to be more plausible than baseline models. In effect, this

suggests that L2H will be effective at recommending tags for human tagging.

5. How effective is L2H at predicting tag synonyms? Between the methods of iden-

tifying tag synonyms examined, both were shown to be effective, although the

method that included the hierarchy was more effective overall.

Overall, L2H performed successfully at all criteria, suggesting that L2H is a po-

tentially effective solution for improving tagging quality on Stack Overflow. It is note-

worthy that although L2H achieves the criteria, usually it comes with caveats. For

example, while L2H does organize tags from general to specific, the most significant

difference is at level 2. This could be due to the limited sample size preventing quality

organization at deeper levels in the hierarchy. It may also be a hint at some unknown

limitations of the model. This could be a potential area for future research.

The hierarchy was deemed effective for identifying related, but unknown tags be-

cause it placed related tags near each other. This is believed to be an effective evaluation

because it follows from results in recent research on information retrieval. A potential

future research direction is obtaining further validation could by performing a human

trial confirming the hierarchy is useful in various use cases.

L2H was deemed effective at recommending tags because it achieved higher ac-

curacy and plausibility than a reasonably chosen baseline. This leaves ambiguity in

precisely how effective L2H is, as results were relative to an LLDA model. Comparing

L2H with more models could offer more insight into how L2H is performing relative to

other alternatives. A human evaluation where humans rate the quality of various sug-

gestions could offer additional insight into how the model performs. Both are potential

directions for future research. Additionally, it may be insightful to examine how L2H

performs as part of an ensemble of various models for tag recommendations.
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Although two methods of identifying tag synonyms were examined and deemed

successful, two more sophisticated methods were left untouched. These include training

a classifier with topic and hierarchy distance as features as well as using the internal

logic of L2H to detect redundant topics. Additionally, if the evolution of tag usage over

time could be included in a synonym identification scheme, then even higher accuracy

could be achieved in this area. All of these are potential directions for future work.

Other future research directions may include applying L2H to sources outside of

Stack Overflow. In doing so, relevant Stack Overflow articles could be found for docu-

mentation and tutorials. On a higher level, automatically tagging software text could

start building an effective search method for untagged resources.
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