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Abstract 

IMPROVING GRID HOSTING CAPACITY AND INERTIA RESPONSE WITH HIGH 

PENETRATION OF RENEWABLE GENERATION 

By Hamidreza Sadeghian, Ph.D. 

A dissertation submitted in partial fulfillment of the requirements for the degree of Doctor of 

Philosophy at Virginia Commonwealth University 

Virginia Commonwealth University, 2020 

Director: Zhifang Wang, Ph.D., Associate Professor, Department of Electrical and Computer 

Engineering 

 

To achieve a more sustainable supply of electricity, utilizing renewable energy resources is a 

promising solution. However, the inclusion of intermittent renewable energy resources in electric 

power systems, if not appropriately managed and controlled, will raise a new set of technical 

challenges in both voltage and frequency control and jeopardizes the reliability and stability of the 

power system, as one of the most critical infrastructures in the today’s world. Most specifically, 

the ever-increasing penetration of small-scale solar photovoltaic (PV) systems in distribution 

networks may result in serious overvoltage problems and impose unexpected equipment damages 

on the customer side. Moreover, the increasing interconnection of large-scale wind turbines and 

solar power plants with electronic interfaced components and zero inertia in transmission networks 

reduces the total power system inertia. This results in considerable frequency drops in case of large 

power imbalances, which may initiate underfrequency load shedding and large-scale blackouts.   

This dissertation aims to investigate the impediments for renewable energy integration in both 

transmission and distribution networks and propose novel approaches and frameworks to increase 



x 

 

hosting capacity of power grids to accommodate more intermittent renewable generations and 

improve inertia response to achieve an efficient, secure, and reliable power system. The hosting 

capacity is defined as the maximum penetration of renewable generations that can be 

accommodated in the power system without violating operational constraints. The first objective 

in this dissertation is set to address the data deficiency. Existing power system models that could 

be used to test new concepts and methods are mostly outdated or insufficient. In order to generate 

sufficient and realistic test cases to examine new concepts and methods in renewable energy 

integration, this work develops a new framework and introduce a toolkit to automatically generate 

any number of synthetic power grids featuring the same statistical properties of realistic power 

grids. A full validation process - with five categories of topology metrics, electrical parameters, 

state variables, interdependency, and scaling properties - is proposed in the framework to assure 

that the generated synthetic cases satisfy the predefined criteria of multiple metrics that were 

observed from realistic power grids.  

Second part of the dissertation is to investigate the impacts of small-scale solar PV systems 

on distribution networks and develop a detailed impact assessment framework. Utility-aided 

installation of solar PV systems is assumed to use an optimized algorithm and compared with 

randomized customer-based installation to maximize hosting capacity and minimize negative 

impacts of distributed solar PV systems. It is found that the proposed utility-based installation with 

optimized size and location of solar PV systems improves the hosting capacity from 30% to 50% 

in the distribution network. Simulation analysis conducted using the developed assessment 

framework reveals a strong correlation between the reveres power flow and overvoltages in a 

distribution network. In addition, it is shown that the utility-based installation can decrease the 

energy loss in the system by 11.3% which brings a significant improvement in system efficiency.  
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The third part of this dissertation examines demand side management of smart homes as one 

of the viable solutions to improve the utilization of distributed renewable generation. It investigates 

the interaction of rooftop PV systems and the electric household appliances and develop a novel 

algorithm to increase renewable energy utilization without negative impacts on distribution 

network. It is found that the solar power utilization efficiency can be increased from 66.27% to 

98.24% by implementation of our proposed demand side management algorithm. It is also 

observed that higher demand side management participations will tend to “flatten” the voltage 

profile, thus considerably mitigating voltage fluctuations caused by load variations.  

The fourth part of the dissertation tackles the low inertia of power system caused by high 

penetration of renewables in the grid. The distribution network with aggregated distributed energy 

resources are utilized to provide virtual inertia response for a bulk power system with high 

penetration of renewable energies. We propose a precise inertia estimation method by introducing 

new terms in the swing equation to have an accurate estimation of required system inertia in case 

of a large generator/load disconnection. Our proposed method for the inertia estimation is 

benchmarked against the conventional method showing a significant smaller estimation error, 

around 20 times smaller. Moreover, the cost of overestimation is investigated by implementing the 

proposed method in a realistic inertia market in the U.K.. It is found that the average cost of 

overestimation with conventional method is $3,114/day; however, our proposed method results in 

the average total cost of $187/day including overestimation cost and required system upgrade 

costs, which is significantly less than the conventional method. Our analysis of system behavior 

on IEEE 24-bus system and two large-scale synthetic power grids show that virtual inertia response 

is only required for renewable penetrations higher than 50%. It is found that for higher penetrations 

of renewables when the frequency drops to the critical point of 59.1 Hz, our proposed virtual inertia 
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framework can improve the frequency nadir by 60% to avoid underfrequency load shedding in the 

system. Simulation results demonstrate that the participation of virtual power plants in inertia 

response reduces both frequency deviation and time to frequency nadir. 
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1. Introduction 

Recent concerns regarding the environmental protection and sustainable development have 

resulted in a critical need for cleaner energy technologies. Some potential solutions have evolved 

including energy conversion through improved energy efficiency, reductions in use of fossil fuels, 

and increases in the supply of environmental-friendly energy resources which has led to the use of 

intermittent renewable energy sources (RESs). These RESs are utilized in both transmission and 

distribution networks. The inclusion of renewable energy sources gives rise to a new set of 

problems which are due to the intermittency of the sources and the dynamics of interfacing 

equipment. Therefore, it is essential to investigate the potential challenges of renewable energy 

integration and to find out the effective and efficient solutions.  

This thesis aims to investigate the impediments for renewable energy integration in both 

transmission and distribution networks and propose novel approaches and frameworks to help to 

have an efficient and reliable power system with renewable energies. Data and test case are one of 

the most important necessities for every study. All the new methods and solutions to address 

negative impacts of RESs should be validated using realistic test cases. However, existing power 

system models that could be used to test new concepts and methods are mostly dated or 

insufficient. Therefore, as the first objective, a new framework is developed to generate any 

number of test cases featuring the same statistical properties of realistic power grids. The second 

objective is dedicated to appropriately investigate the impacts of small-scale solar photovoltaics 

(PVs) in distribution network. Solar PVs are the fastest growing RES in the US [1]. Generally, 

these RES are connected close to the loads in the distribution network to reduce transmission losses 

ad delay in the upgrade of transmission networks. We propose a new framework to examine two 

different types of distributed solar PV (DPV) installations in terms of operational parameters such 
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as energy loss, voltage deviation, and voltage fluctuation. To address the negative impacts of DPVs 

in distribution network, demand side management (DSM) of smart homes are investigated as the 

third objective. Historically, the prospect of increasing the efficiency of system operation has been 

the key driver for introducing DSM programs. However, the interaction of DSM strategies with 

intermittent RESs and novel algorithms to increase RES utilization without negative impacts need 

to be addressed. The last objective is to combine the previous findings of this dissertation and 

propose a novel framework to address the lower inertia, as one of the most important challenges 

of power grids with high penetration of RESs.   

1.2 Motivation 

As it mentioned, development of new concepts and methods for improving the efficiency of 

the power grids with high penetration of RESs needs performance evaluation with realistic grid 

topology. However, much of the realistic grid data needed by researchers cannot be shared publicly 

due to the security and privacy challenges. Therefore, to help drive additional innovation in the 

electric power industry, there is a need for grid models that mimic the characteristics of the actual 

grid, but do not disclose sensitive information. These models, say synthetic power grid models, 

will have the detail required to allow the successful development and testing of transformational 

power system optimization and control algorithms. The concept of synthetic power grids refers to 

a systematic way of building fully public test cases for the research community. These cases’ size, 

structure, and features are anchored in a robust statistical and structural analysis of the actual grid  

[2]. 

Some public test cases have existed in the power systems research community for many 

decades. IEEE Transactions on Power Systems and other research journals are full of papers that 

demonstrate an innovation or analysis on the IEEE 14 bus case, IEEE 118 bus case, or another of 
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the standard cases. Often research papers present results on larger, actual datasets, but little data 

sharing is allowed for these due to the associated security constraintss. What have been missing in 

the power engineering community are large-scale, complex, high-quality test case datasets that are 

fully public. The largest IEEE test case has 300 buses, and most of these cases were developed in 

the 1960s and 1970s. The grid has changed and grown since then. The most recent models of the 

North American Eastern Interconnect have about 70,000 buses, with remote generator regulation, 

phase-shifting transformers, control systems, impedance correction tables, and other complexities. 

The problem of building synthetic grids is to create a power system dataset: all the substations, 

buses, loads, generators, and branches, with all associated parameters. The system must be fully 

public and thus cannot use any actual power system information as an input; however, public data 

can be used. But the system must be realistic, matching characteristics of actual grids in size, 

complexity, structure, and parameter statistics. This is the validation: studying actual power 

systems to pick out the key characteristics that, when met by synthetic grids, quantifies their 

realism. The development of algorithms for generating a typical synthetic power grid requires 

comprehensive study on electrical and topological characteristics of real-world power grids. 

Existing methods in literature provide a very useful foundation to investigate the topological 

structure of power networks and propose several models to create synthetic network, resembling 

key features of real-world power grids. However, power grid networks are much more than a graph 

topology and we need to study realistic electrical parameter settings in order to develop appropriate 

models that fully represent a realistic power system. Indeed, there are still a number of drawbacks 

associated with current synthetic models, such as generation cost modelling, and transmission line 

capacity analysis. Transmission line capacity assignment can be considered as an example which 

is neglected in existing synthetic power grid models. Initial simulation results show that the issue 
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of transfer capacity assignment not only emerges as an electrical optimization concern, but some 

topological metrics must be considered to find the best line capacity assignment that is consistent 

with what is manifested in real-world grid. What is important here is that in the random topology 

power grid modeling it is impossible to apply the conventional methods into some operational 

problems such as line capacity assignment. To address this issue, we have to extract the statistical 

behavior of realistic power grids in the hope that these discoveries can be useful to develop a 

practical methodology to solve such technical problems. 

In order to create a valid synthetic grid model, one needs to provide at least three critical 

components: a) the electrical grid topology; b) the generation and load settings which indicate their 

correlated placement and sizing; c) the transmission constraints which include the capacity limits 

of both transmission lines and transformers. In this work, first, we develop a novel approach to 

accurately determine the transmission capacities for a synthetic power grid model with 

components (a) and (b) already resolved. And then we combine all our previously proposed 

approaches and introduce a toolkit to generate synthetic models featuring same properties of 

realistic power grids. The AutoSynGrid toolkit is designed based on MATLAB Graphical User 

Interface (GUI) and it is able to build any number of synthetic cases that can be used for a variety 

of analysis such as Power Flow (PF) and Optimal Power Flow (OPF) studies. It allows to select 

several key characteristics of the generated system, such as reference system, loading level, and 

generation cost model. The generated cases include topology, bus type, generation and load setting, 

transmission line capacities and generation types and cost models. The output of the toolkit is 

exported in the native MATPOWER [3] format allowing to use the MATPOWER open-source, 

steady-state, planning, and analysis package to further studies on the generated cases. In addition, 

we develop a validation framework, which examines the generated synthetic cases based on the 
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metrics introduced in the literature and some new validation metrics we found in realistic power 

grids. These metrics are categorized into topology metrics, electric parameters, state variables, 

interdependencies, and scaling properties. Moreover, we define a closeness factor to measure the 

realism of generated synthetic cases and compare with totally random grids. 

Distributed generation (DG) refers to small power generation units usually connected at the 

distribution voltage levels, which inject energy to the distribution system locally, in comparison 

with the bulk power plants that generate higher amounts of electrical power. Different types of 

renewable energy as well as fossil fuels can be used as DG. The renewable DG refers to wind, 

solar, combined heat and power, hydropower, and other categories. With the advances in power 

electronic technologies, integrating renewable energies to the system has become easier and both 

utility-sized renewable DG units and small-scale DGs such as rooftop PV systems are commonly 

used nowadays. Installing DG in the distribution system can have positive and negative effects on 

the system, and there is a need to adequately choose the permissible amount of DG penetration 

such that the advantages are not turned into disadvantages.  

Integrating DG in the network, if properly sized and located, can have advantages for the 

system. Regardless of its type, a DG may increase the reliability of the power supply provided to 

the customers. A perspective to view this improvement is the ability of distribution network to 

locally provide a portion of its loads in presence of disturbances, and avoid overload in parts of its 

structure [4]–[6]. Energy loss reduction is another benefit that can be achieved by deployment of 

DGs in distribution network. Most of power system losses are seen at the distribution level [7], 

mainly due to heavy currents own through the lines and other devices. Presence of DG to generate 

power locally may reduce the current through the main feeder from substation to the DG location, 

and lead to reduction in overall system losses [8]–[11]. By installing DG in distribution network, 
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since the power is locally generated, the voltage drop near to the customer will be reduced, and 

the voltage profile may be boosted. This will in turn lead to the capacity of distribution system to 

withstand higher demand levels [8], [12]. Moreover, presence of DG in distribution system (DS) 

may also lead to deferment of investment [13], [14]. The distribution system operators usually 

consider investment for upgrading the feeder while the operating point of the DS is close to its 

marginal limits. These limits might be the maximum current flow through the transformer or 

feeder, the minimum voltage seen in the feeder, or high power losses observed in the DS [7]. Based 

on the previously mentioned advantages of DG, presence of such resources may lead to better 

voltage profile, lower current flow in the feeder, and reduced losses, which all can be helpful to 

the system operator and may lead to a deferment in the required investments. 

In addition to the advantages of DGs we discussed before, presence of DG in distribution 

network may bring negative impacts on system performance. If the DG location and size is not 

selected properly, injection of power from the DG might cause severe overvoltages [15], and/or 

lead to higher power losses in the system [16]. Moreover, some renewable types of DG inject 

power to the system using power electronic devices, which in turn will increase the harmonic level 

in the system [17]. Presence of DG in the system can also interfere with the operation of voltage 

regulators. Some updates in the protection system may also be required, by modifying relay 

settings and/or changing fuses to relays or unidirectional relays to bidirectional ones. Some other 

concerns are related to the variability of renewable-type of generation (e.g. solar PV), or voltage 

fluctuations due to the intermittent nature of some types of DG, which can cause an increased 

operation of voltage regulating devices or temporary overvoltages in the system [18]. 

While it is desired for the distribution network operators to host DG, higher penetration levels 

may cause the distribution network to operate at its maximum available capacity. Hence, careful 
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measures are needed such that the system and all its elements can accommodate the desired level 

of DG penetration without negative impacts. DG integration in distribution network might be 

limited by bus voltage and line current limits, interaction with voltage regulators and control 

schemes, effects on the correct operation of protection systems, and harmonic levels in the system 

[19]–[21]. As for voltages, distribution network bus voltages are desired to remain within specified 

thresholds, hence, while increasing the DG penetration, voltages should not violate the higher 

limit. Moreover, if the DG absorbs reactive power, the voltage might be decreased in some buses 

while DG penetration is increased, and the minimum steady state voltage limit should also be 

considered. By injecting power into the system, line currents will also change, and the penetration 

level should not increase line currents above their loadability limits.  

Solar PV power supplied to the utility grid, as a renewable energy, is one of the important 

DGs which gaining more and more visibility, while the world’s power demand is increasing [22]. 

According to the Solar Energy Industries Association, solar energy ranked as the number one 

source of new electric generating capacity for the first time ever. There are now more than one 

million solar installations in the United States. The U.S. market installed 14,762 MWdc of PV 

system in 2016, which is twice of the PV capacity installed in 2015. Total installed U.S. solar PV 

capacity is predicted to become almost three times over the next 3 years. By 2022, more than 18 

GW of solar PV capacity will be installed per year [23]. Non-dispachable and intermittent nature 

of PV systems can cause additional negative impacts on stability, reliability, and efficiency of the 

distribution network. Some of these technical issues in distribution circuits can be summarized as 

below [22]:  
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• Reverse power flow: High penetration of PVs on a feeder can cause reverse power 

flow from feeder to the substation. Reverse power flow can cause problems for the 

protection systems and voltage regulators and can lead to overvoltage violations. 

• Overload: The ampacity rating of systems’ equipment could be exceeded due to high 

integration of PV systems. The PV generation can overload systems’ elements, which 

are located between load centers and PV systems. 

• Voltage Fluctuations: PV power output depends on the solar radiation and can 

fluctuate a lot on cloudy days. These fast variations cause large and frequent voltage 

oscillations and increase the voltage regulation equipment’s operations. 

• Voltage and current unbalance: If PVs on a feeder are mostly connected to one phase, 

it can cause unbalance current and voltage on the feeder. However, if the PVs installed 

properly, they can reduce the voltage and current unbalance, as they will reduce the 

loading on the system. 

• Power Loss: High PV penetration may increase feeder line losses due to the reverse 

power on the feeder. 

• System protection problem: High integration of PV systems can change the level of 

fault currents and can result in necessary review of the protection coordination 

implemented in the distribution feeder. 

Among the above technical problems, voltage rise is the major obstacle due to the reverse 

power flow along the distribution feeder [24]–[27]. This phenomenon can be aggravated under 

high penetration of distributed PVs (DPVs). Overvoltage violation can happen on the distribution 

circuit during low-load and high irradiance conditions. Voltages should remain in acceptable 

range; otherwise, they can result in lifetime reduction of electrical equipment and can trip offline 
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due to a localized voltage being out of range. To study impacts of these evaluate system capacity 

to host high penetration of these newcomers (DPVs) without exceeding the operational 

performance limits, the hosting capacity (HC) was proposed.  

Hosting capacity of a feeder is defined as the maximum DG output that that can be 

accommodated on a distribution network without violating operational constraints or need to 

system upgrades [24]. This capacity depends on the DG type, feeder characteristics, limiting 

criteria defined by the operator (such as voltage and loading limits), operation of voltage regulating 

devices, protection system, whether it is assesses locally or for the total system, etc. The HC idea 

was primarily originated in 2004. Bollen et al. [24]. introduced the HC approach in 2005 for 

specifying the impacts of increasing distributed energy resources (DER) penetration on power 

systems. The basis of this approach was to gather the technical limitations imposed by both system 

operators and customers. The authors defined the HC as the maximum DERs penetration at which 

the power system operates satisfactorily. The HC calculation is not a fixed calculation with a single 

result. Thus, it should be calculated for various performance indices such as voltage and frequency 

variations, thermal overload, power quality and protection problems. The HC calculation criterion 

is described while focusing on the performance index upon which it has been calculated using 

illustrative power system models. The HC concept is illustrated in Fig. 1.1 and it is clear that 

enhancing the system's HC may allow for more DG additions while complying with the system's 

performance limits. 
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Figure 1.1 HC concept and the effect of its enhancement. 

A recent survey performed on more than 100 electric utilities across 23 countries, it was 

noticed that distribution system operators (DSOs) raised their techno economic concerns regarding 

the booming DG deployment worldwide [28]. Utilities believe that they will suffer from revenues 

drop as a consequence for high DG penetration. DSOs highlighted that the biggest DG-related 

impact on a utility network's HC comes from small-scale energy prosumers who are driving low 

voltage DG units (mentioned by 59% of survey's contributors), followed by medium or high-

voltage connected DG such as a large-scale solar plant. As well, DSO's gave their feedback about 

when they expect to meet HC limits within their systems, as per Fig. 1.2. 

 

Figure 1.2 Opinions when DSOs expect to meet the HC limit 
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The concept of HC is used to study how much DG can be placed on a feeder before negative 

effects on normal distribution system operation and power quality occur. Hosting capacity is 

typically expressed as the percent penetration value of DG spread across any locations on the 

feeder that causes the first violation of operating constraints. These operating constraints and HC 

performance limits can be categorized to four different groups: 

• Overvoltage 

• Overloading and power loss problems 

• Power quality problems 

• Protection problems 

The major obstacle that limits PV hosting capacity is induced voltage rise due to the reverse 

power flow caused by PV power [26]. ANSI C84.1-2011 [29] recommends that the voltage of 

residential loads should remain within 5% from its nominal value under normal operating 

conditions. To achieve higher HC, it is necessary to address all the possible problems caused by 

intermittent nature of RES. DSM is one of the viable options to address aforementioned challenges.  

DSM technique mainly relies on matching present generation values with demand by 

controlling the energy consumption of appliances and optimizing their operation at the user side 

(for instance, by shifting appliances such as dishwashers, washing machines and dryers from peak 

time to off-peak time). The primary goal of DSM, for the electric grid, is to reduce peak load and 

enhance grid stability and reliability [30]. In fact, DSM’s main advantage is that it is less expensive 

to intelligently influence a load, than to build a new power plant or install some electric storage 

device.  
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In recent years, residential and commercial DSM has attracted significant attention. The DSM 

at customer side will motivate and include the consumers, so they will become active and 

participate in energy market. The optimization of consumption scheduling can be achieved 

centrally, so that grid operators can control peak load, or individually, so that household consumers 

proactively schedule their consumption plan. Accordingly, future smart users can be referred as 

energy consumers or energy citizens depending on the level of engagement in DSM. However, an 

important challenge for residential DSM is that it is difficult for household users to respond to the 

pricing signals [31]. To tackle this problem, an autonomous energy consumption scheduler (ECS) 

can be implemented to help users make price-based control decisions. The autonomous ECS 

retrieves the pricing signal from the utility company via a communication infrastructure and 

schedules the operation of deferrable loads such as electric water heaters and clothes dryers. On 

the other hand, the use of rooftop photovoltaic (PV) units and energy storage systems (ESSs) in 

households has proliferated, in recent years. The households may not only consume energy but 

also export energy to the power grid. Many utility companies use net metering programs to 

encourage households to install rooftop PV units. Net metering programs typically have a feed-in 

tariff and allow households to sell their extra energy to the power grid.  

As it mentioned, voltage rise problem is an important challenge for the integration of a large 

number of rooftop PV units into the power grid. Traditional voltage control strategies assume the 

unidirectional power flow from the substation to the households. A substantial reverse power flow 

from households to the substation can cause the voltage magnitude of some of the households to 

exceed the upper limit of the allowed voltage variation, referred as the voltage rise problem. In 

many countries with high penetration of rooftop PV units such as Germany, the voltage rise 

problem has already emerged and different mechanisms have been proposed to tackle the problem. 
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The DSOs have upgraded the transformers (e.g., with on-load tap changer transformers) and have 

enhanced the feeder to host more PV units in some areas. Moreover, the reverse power flow from 

PV units can be controlled by adjusting the active and reactive power of PV inverters. For instance, 

in Germany, the DSO measures the voltage magnitude and sends control signals to the PV units 

for curtailment. Besides generation curtailment, load control techniques such as DSM can be used 

to reduce the reverse power flow during high solar radiation hours and mitigate the voltage rise 

problem. However, the control of residential load requires the approval of household owners. 

Economic incentives such as Time of Use (TOU) pricing should be considered in the DSM 

programs to encourage household participation [32]. On the other hand, the voltage rise problem 

should also be taken into account in DSM programs if many households are equipped with PV 

units. Moreover, it is hard to respond to variations of voltage and pricing signals manually. Hence, 

it is important to have a scheduling algorithm for an autonomous DSM to manage load without 

human intervention. In this thesis, we propose residential and commercial energy consumption 

scheduling algorithm for areas with high penetration of rooftop PV units. The proposed algorithm 

aims to reduce the energy expenses of the users and mitigate the voltage rise problem by increasing 

RES utilization. It shifts deferrable load from peak consumption hours to hours with high solar 

power generation to decrease electricity cost and increase network reliability.  

From the generation and transmission network prospective, increasing the penetration of RES 

is principally represented by replacing some of the Conventional Power Plant (CPP) that is 

predominantly operated by fossil-fuel with environmentally friendly RESs. This transformation 

has brought considerable ecological and economic benefits; however, this does not come without 

a price. The main difference between CPP and RES base power plants are their controllability. 

Normally, CPP is more controllable and convenient for power system stability in contrast to RES. 
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CPP can provide frequency response to preserve the balance between the demand and load, which 

is essential for power system stability. Generally, the CPPs are based on synchronous generators, 

which inherently exhibit inertial response (IR) to sudden frequency deviations [33]. Unlike, the 

CPPs, the RES-based plants are connected to the grid through power electronic converters. 

Therefore, the RES-based plants, by themselves, neither provide the inertial response nor 

participate in load-frequency regulation and their integration at large scale can lead to loss of IR 

and primary frequency response (PFR) [34].  

Frequency response is classified, based on the time of reaction, into three broad categories: 

inertial response, primary frequency control, secondary frequency control tertiary control. primary 

frequency control and secondary frequency control are provided by two main control techniques: 

turbine governor and Automatic Generation Control, respectively. However, IR inherently exists 

in the system and is part of it. Because it principally arises due to the physical phenomena of kinetic 

energy generated and stored in all rotating parts of load motors and synchronous generators. If any 

disturbance occurs, power unbalance in the power system unpreventably follows; this kinetic 

energy is released in parts of a second to arrest this change and prevent the system frequency going 

under limits. With the help of previously mentioned system control strategies, the inertial response 

can bring the frequency to its scheduled value in few seconds to minutes. Therefore, the grid 

inertial frequency response is a fast frequency response, and it is an important factor in power 

system stability, especially during the early stage of system frequency disturbance. 

 Battery Energy Storage Systems (BESSs) are one of the processing solutions to address the 

lack of IR in RES dominated power grids. ‘Synthetic inertia’ or ‘virtual inertia’ are terms currently 

used to represent artificial inertia created by converter control or BESSs. The recent rapid 

development in power electronics and BESS technologies has resulted in their improved 
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efficiency, reliability, time response, life cycle and more importantly cost. However, the capacity 

of installed grid-scale BESS is still in the range of tens of MWh, which limits its grid-connected 

applications to support fast frequency response along with secondary frequency control [35]. 

However, aggregated small-scale BESS in the load side can be considered a good alternative for 

low inertia power systems, when all other solutions have been exhausted. These batteries usually 

are connected with small-scale RESs at the customer side. Controlling these small scale batteries 

and distributed generators is applicable through an aggregator called Virtual Power Plant (VPP).   

The VPP aggregates many heterogeneous DERs to function as a single DER. It also has the 

inherent capacity to include the influence of the system on the aggregated DER output. In order to 

participate in the power system control, the VPPs have nondispatchable and dispatchable power 

plants including renewable and nonrenewable ones, storage units such as batteries and pump 

storage, and responsive loads that have some flexibility in their consumption energy levels. In 

other words, in VPPs, there are diverse kinds of power plants and storage units combined to 

overcome and handle the stochastic nature of renewable generators. In this these we consider the 

loads of transmission network as controllable VPPs to address the lack of inertia and improve 

frequency response of RES dominated power grid.  

1.2 Literature Review 

1.2.1 Synthetic Power Grid Modelling 

Many studies have been dedicated for characterizing actual power networks and/or developing 

synthetic power grid models. The most relevant literature works considering general topological 

properties, physical properties, and differences between the various graph-related indicators and 

reliability aspects are categorized in [36]. The spatial distribution of the node degree and line length 

with similar structural properties to a given network is utilized to generate synthetic power grids 
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in [37]. Synthetic networks called “ACTIVSg” based on geographical, energy and population data 

are developed in [38]–[41], which are available in [42]. They utilize a clustering technique ensures 

that synthetic substations meet realistic proportions of load and generation. Some synthetic cases 

are developed based on a specific power grids, featuring their particular topology and electrical 

characteristics. For systematic study of power market design and performance issues, a synthetic 

8-zone test system is developed in [43] based on ISO New England structural attributes and data. 

A toolbox to generate combined transmission and distribution networks based on Nordic 

transmission network model was presented in [44]. Their method systematically replaces the 

aggregated loads of the original transmission system with detailed distribution systems to generate 

new combined system. Reference [45] studies the structure of the three North American electric 

power interconnections, from the perspective of both topological and electrical connectivity and 

compares them with that of random, preferential-attachment, and small-world networks. In [43] 

authors developed a synthetic 8-zone test system based on ISO New England topology and 

electrical data to study electricity market design and performance of different market structures. 

In another study authors introduces a  toolbox which replaces the aggregated loads of Nordic 

transmission network with detailed distribution networks to generate synthetic test cases for co-

simulation of transmission and distribution systems [44]. An algorithm called Geographical 

Network Learner and Generator is developed in [37] to generate similar synthetic grids with 

considering only structural properties of real power grids. To overcome the limited information on 

power system planning and have a realistic case on low voltage networks, a bottom-up framework 

is proposed in [46] using customer locations and power demand data. Recently, a toolkit to 

automatically generate any number of synthetic power grids featuring the same statistical 

properties of realistic power grids is introduced in [47]. It generates synthetic grids based on the 
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statistical features of electric topology, bus type, generation capacities, load settings, generation 

cost models, and transmission line capacities found in the realistic power grids. To validation of 

synthetic distribution data sets a three-stage framework is proposed in [48]. Authors utilized three 

stage of statistical, operational, and expert validation to quantitively ascertaining realism of 

synthetic U.S. distribution networks and compare them with real utility data sets.  Component 

rating data are utilized in [49] as the validation criteria to validate synthetic transmission networks. 

It was found that many existing public test cases fail to provide vital data including transmission 

line capacities and generator capability curves. Watts and Strogatz in their work on random graphs 

first proposed statistically modeling the power grid as a small-world network [50]. Our previous 

works  in [2], [51]–[58] study properties of realistic power grids and introduce algorithms to 

generate different components of synthetic power grids including topology, bus type, generation 

and load setting, and transmission line capacities.  References [51], [52] expanded on topology 

generation featuring the same kind of small-world topology and electrical characteristics found in 

realistic power grids and introduced a synthetic grid model, called RT-nestedSmallWorld. The 

approach of [58] build on previous works by using correlated assignment of generation, load, or 

connection buses and an optimized search algorithm to appropriate bus type assignments in a 

synthetic grid modeling. The scaling property of power grid in terms of both topology measures 

and electric parameters is studied in [54] and a set of statistical analysis on the generation capacities 

and load and their correlation with topology metrics to determine their settings in the given 

synthetic grid in [53]. Moreover, we developed a statistical-based approach to determine 

transmission line capacities for a synthetic power grid model in [57].  
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1.2.2 High Penetration of Distributed Solar PV generation 

The impacts of DGs on distributed networks have been examined by many researchers. 

Among all the impacts of DGs, voltage violation and reverse power flow have received more 

attention from researchers. Voltage rise within the distribution network due to the installation of 

PV sources is investigated in [59]. In [60], the possible impacts of different levels of DGs on 

voltage profile is investigated. Authors utilized Monte Carlo analysis with snapshot approach 

(maximum generation and minimum load) to study the voltage violations. A probabilistic load 

flow analysis is utilized in [61] to study the impacts of DG penetration including voltage violations 

in medium voltage distribution networks. However, the authors did not consider the DGs with 

intermittent nature such as solar PVs.  Reverse power flow and voltage violation in distribution 

networks with high penetration of DGs are studied in [62]. To avoid reverse power flow and 

voltage violations, the authors developed an approach to utilize smart transforms. However, the 

size and location limits imposed by solar potential and customer characteristics are not considered 

in [3-5]. Authors in [63] proposed an index-based methodology for assessing the impact of high 

solar PV generation. They examined defined indices for 13-bus IEEE network over a 24-h time 

frame to evaluate the sensitivity of all nodes and select the critical node to be monitored for voltage 

performance. However, variations of loads and DPV generations over a year require a yearly study 

instead of daily. The stochastic condition of the loads and the meteorological dependence of PV 

generation were both addressed in [64] and [65]. However, the location and size of PV installations 

are considered deterministically. Several works have studied the impacts of high penetration of 

DPVs in terms of hosting capacity [24]. The hosting capacity is defined as the amount of new 

production or consumption which can be connected to the grid without adversely impacting the 

reliability or voltage quality in the grid [66]. The optimal PV penetration of a 9-bus distribution 

feeder was solved in [67] by maximizing the net power of a PV system that connected at the end 
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of the feeder. This study did not consider the distributed PV effect, and it had limited application 

if considering large-scale feeders. In order to study the effects of load on the hosting capacity, in 

[61] a Monte Carlo framework was presented to identify the maximum DG capacity at different 

locations. They, however, did not consider DPV uncertainties. A risk assessment method is 

presented in [68] for estimating the hosting capacity considering the uncertainties associated with 

PVs, wind turbines and loads. The study evaluated the hosting capacity of a set of predefined 

positions by introducing two deterioration indices, based on voltage violations and utilizing the 

likelihood approximation approach. Although they modeled the uncertainties associated with the 

DGs generation and load, they did not consider the uncertainties associated with the location and 

size of DGs. An impact study using a stochastic approach to assess the general hosting capacity is 

performed in [69]. However, it is of additional interest to find which areas of a grid are most 

sensitive to high penetration levels and what characteristics of load and grid induce the impact.  

Generally, small-scale DGs are installed in a distribution network based on customers’ 

decision and utilities do not have an influence on the size and siting of DGs. For instance, in the 

USA, all utilities offer expedite approval for small-scale DPVs (e.g., 25 kW and below) requested 

by customers [70]. However, the aggregated small-scale DGs at each node could be examined to 

help utilities to make timely decisions for PV interconnection requests. It is foreseen that providing 

optimal size and location of aggregated DPV installations may become an efficient or necessary 

option for utilities to maximize the overall advantages or mitigate potential negative impacts of 

DPVs in distribution networks. For instance, Australian distribution company in [71], offers two 

different thresholds for unmanaged and managed distributed renewable energy installation for its 

different distribution feeders. Optimal sizing and sitting of DGs as a solution to address the DG 

impacts on the electrical network have been extensively studied in the past few decades [72], [8]. 
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Most of these efforts focused on optimization methods for DG installations using analytical [73], 

[74] probabilistic [75], [11] and heuristic methods [76], [77] for minimizing power loss and voltage 

profile improvements. Authors in [78], presented an analytical approach to determine the optimal 

allocation for the DG with an objective of loss minimization for distribution and transmission 

networks which is said to be easily implemented and perform faster than the other optimization 

methods. Moreover, numerical methods applied to the optimal allocation of DGs are such as 

ordinal optimization, sequential quadratic programming and nonlinear programming [79]. Aman 

et al. propose an index-based algorithm for DG placement and sizing, in which power stability 

index is utilized to minimize power loss and improve voltage stability for DG installations  [80].  

In these papers, DGs mostly considered as the continuous and controllable source of power; 

however, intermittent nature of solar PV should be considered in case of DPVs. Several studies 

have focused on particularly deployment of solar PV systems in sense of distributed generations 

considering their intermittent nature. To consider non-dispatchable characteristics of PV units, a 

new method for the optimal sitting and sizing of DPVs using an adaptive reactive power control 

model is proposed in [81]. Authors used this model to balance the trade-off between the 

improvement of voltage quality and minimization of power loss in a distribution network. 

1.2.3 Demand Side Management 

Current work in residential DSM focuses on peak load reduction through load shifting. Load 

shifting techniques emphasize appliance scheduling on a single residence or on multiple residences 

using home Energy Management Systems (EMS) that take advantage of two-way communication 

between the home and the grid. EMS agents present an interesting model predictive control 

application since they must schedule appliance loads subject to constraints defined by the 

optimization framework. Depending on the scale, the framework can be centralized or distributed. 
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On a neighborhood level, each individual user may define preferences by setting appliance 

operating modes and activation times which can be compared to the total energy cost set by the 

utility as a function of market demand [82]. Since the centralized problem requires extensive 

information of individual user appliance preferences and energy cost as a function of the 

scheduling preferences of all neighborhood users, the solution to this type of problem is non-trivial. 

Reference [83] discusses the limitations of centralized methods in terms of computational 

complexity and incentive compatibility. This work offers offering a distributed mechanism that 

takes into account day-ahead allocation as well as individual real-time consumption in the 

scheduling of appliances by EMS agents. The distributed optimization framework allows the 

problem to be convex under the free market assumption that utility pricing will drive user self-

interest thereby decreasing grid operational costs. 

However, the focus on user self-interest as pertaining primarily to cost minimization and 

comfort defined by appliance operation, does not take into account the variability in demand due 

to human daily behavior. For example, [84] derive energy consumption scheduling algorithms 

using Nash equilibrium to minimize cost and peak to average ratio by deferring “shiftable” 

appliance loads as an alternative to changing resident energy consumption. Though simulation 

results successfully show a reduction in overall consumer cost, consumer satisfaction outside of 

cost and appliance duration parameters are not assessed. Similarly, [85] develops an energy 

management model using coevolutionary particle swarm optimization to schedule “must-run” 

resistive loads as well as loads associated with PHEVs, temperature systems, and pool pumps. In 

this framework, the consumer must define the monetary benefit of a unit of energy usage as a 

means of quantifying personal comfort based on ambient and water temperatures as well as PHEV 

charge. These parameters then determine the cost of “undelivered services” taking into account 
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acceptable temperature gradients, water discharge, and PHEV discharge under the constraint of 

tariffs set by the utility. However, in practice, user engagement in defining the “utility” of specific 

optimization constraints as an indirect parameter of comfort may not be straightforward. 

Automatic detection of user comfort constraints offers an improved solution but is subject to 

variability. In [86], an energy consumption scheduling algorithm is proposed for a PV-based 

microgrid, where the TOU probabilities of different loads are considered. References [32], [86]–

[88] focus on the case where a few households are equipped with DER units and are encouraged 

to export their generation to the grid. However, if a large number of users are equipped with PV 

units, the results in [32], [86]–[88] may not be directly applicable because the reverse power flow 

in those areas may cause the voltage rise problem. Therefore, in areas with high penetration of PV 

units, new DSM programs are necessary.  

In [89], the cost saving potential of changes in the load shape via demand reduction and load 

shifting in the short-term unit commitment (UC) problem is proposed. The UC problem is solved 

for each day of the study horizon of a year. Low and high wind outputs are analyzed separately on 

a daily basis instead of hourly. However, the effect of ESS and DR has not been studied, and this 

is due to the fact that it is costly to have a large ESS in a large power system, which is not the case 

when it comes to microgrids, where it is not necessary to have a large sized ESS at the distribution 

level; medium or small sized ESS can be efficient enough. Liu and Hsu [90] has investigated the 

energy cost minimization problem in smart grids with distributed renewable energy resources. 

Assume that each consumer in the grid have a photovoltaic system and a side battery. Here more 

challenging scenarios are focused such as non-interruptible and non-power shiftable. This problem 

is solved by two stage optimization methods such as Column and Constraint Generation (C&CG) 

and Scalable and Robust Demand Side Management (SRDSM). Initially, a C&CG method is used 
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for solving the problem and then the SRDSM algorithm is utilized when the amount of appliance 

and consumers are high. The SRDSM algorithm does not consider the uncertain energy demands 

while performing the demand side management. Lokeshgupta and Sivasubramani [91] has 

combined the Multi-Objective Dynamic Economic and Emission Despatch model with DSM. This 

will help to analyze the DSM benefits on the generation side. To handle the small-scale industrial 

loads a day ahead based load shifting technique is utilized in the DSM process. However, this 

method considers only a residential load such as ovens, kettle, washing machine, dish washers and 

other appliances. Alham et al. [92] has presented the Dynamic Economic Despatch with various 

penetration levels of wind energy. The DSM is utilized for solving the concerns associated to high 

penetration of wind energy. Here, the effect of using DSM on the operation cost with various test 

cases is discussed. Ye et al. [93] has presented a DSM system with advanced communication 

networks in smart grid which depends on the real-time information. In the grid, the peak-to-

average ratio  of power usage is smoothened by DSM for minimizing the waste of fuel and the 

emission of greenhouse gas. A Direct Load Control scheme is utilized to minimize the PAR. One 

more centralized scheme is used for minimum power generation cost. Hence, the customers are 

not motivated by using centralized scheme as well as this scheme requires too much real-time data 

exchange for frequent DSM deployment. This scheme requires more privacy from the customers. 

Di Santo et al. [94] has developed the active demand side management for households in smart 

grids. This model contains distributed solar photovoltaic generation and energy storage. The 

consumer electricity cost is reduced by managing the battery with the help of a decision-making 

system. The decision-making system is a validated neural network, trained with optimized data, 

which can be used in any household meeting certain conditions – specific location and electricity 

tariff, and consumption profile like to the standard verified by the local electricity utility. This 
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neural network based DSM considers only about the household's power demand. Vaghefi et al. 

[95] have presented a data-driven risk-based framework to predict and optimally control industrial 

loads in non-residential buildings. The proposed framework provides a risk-based model to 

calculate and evaluate the total risk of energy decisions for the next day. This is coupled with a 

utility function structure to help decision makers to take best demand-side actions. However, 

demand response management in this paper is limited and require a detailed study for analyzing 

the performance of data. Fernandez et al. [96] have proposed a Game-theoretic method to DSM 

for residential places meanwhile integrating renewable sources for controlling the energy profile. 

The projected method reduces the energy cost to the consumer while sustaining an ideal comfort 

level for the end user and provide adequate consumption constraints to decrease peak demand. But 

the proposed method does not consider the behavioral patterns of consumers.  

1.2.4 Inertia Emulation and Virtual Power Plants 

After a contingency event (e.g. a generator trips offline), the grid's frequency begins to drop 

rapidly. Rotational inertia plays a critical role in arresting frequency drops before primary 

frequency response becomes available to supply the lost energy. When sufficient rotational inertia 

is available, severe frequency drops can be avoided [97]. The literature has regularly connected 

system inertia to the stability of the electric grid by expounding the relationship between frequency 

dynamics and the grid's resilience to blackouts [35]. Some studies have integrated frequency 

stability into their analyses through a minimum net load constraint, recognizing that some amount 

of synchronous generation is required for stability [98]. Other studies have noted that renewable 

energy generators can contribute to fast frequency response or provide “synthetic” inertia to 

mitigate negative grid stability effects [99], but there is a delay in this response and the technology 

is still being developed [100]. In Denmark, small- and medium-scale combined heat and power 
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(CHP) plants have demonstrated potential to participate in frequency regulation to assist with grid 

stabilization [101]. The inertia reduction due to the high penetration of renewable energy sources 

and its challenges have already been identified by transmission system operators and many 

researchers worldwide [35]. The major issue is a large frequency deviation in case of large 

disturbance, which requires a fast frequency response immediately after the power imbalance to 

avoid system collapse. Fast frequency response (FFR) generally refers to the delivery of a rapid 

active power increase or decrease by generation or load in a timeframe of two seconds or less, to 

correct a supply-demand imbalance and assist in managing power system frequency. 

Several studies have been done on various types of virtual inertia, to simulate the dynamic 

behavior of a synchronous generators, and represent the inertia and damping property from its 

fundamental swing equation. Two control strategies are proposed in [102] to emulate an inertial 

response from wind turbines, using energy stored in the DC link and the rotor masses 

simultaneously and also in a cascaded manner, with the latter approach seen to reduce the 

magnitude and duration of the underproduction period. The released energy by wind turbine during 

the overproduction period is optimized in [103] with taking into consideration mechanical and 

electrical constraints. Some studies have proposed coordination with hydro [104] and conventional 

[105] power plants, based around synchronous machines, to address the issue, whereby they 

provide a short-term increase in output until the wind turbines accelerate back to their optimal 

operating point. The authors in [106] presented a study on the impact of large scale PV power plant 

participation in dynamic frequency control including inertial response, where it has been shown 

that participation of large scale PV power plant in frequency regulation, including FFR, can 

effectively improve system frequency stability and security. Most grid code regulations require 

frequency control capability from PV plant connected at medium and above voltage levels. 
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However, PV connected at low distribution voltages are not required to provide a fast frequency 

response, and indeed they are often allowed to disconnect in the case of extreme frequency 

variations [107]. A limited number of field implementations demonstrating FFR from PV power 

plants have been reported in the literature, primarily because transmission system operators (TSOs) 

have not widely mandated such a service from PV plants yet. Frequency support from a 300MW 

solar PV power plant in California, USA is reported in [108] including secondary and droop 

control, however, FFR from the plant is planned but yet to be implemented. A coordinated strategy 

is also proposed in [102] to supply the active power shortfall from battery energy storage systems 

(BESS) connected to the grid. Similarly, a hybrid combination with fuel cells is investigated in 

[109] to minimize the impact of the underproduction stage and enhance further the primary 

frequency control response. In [110], the BESS was used for the inertia response and it was sized 

to deliver arbitrarily chosen rated power for at least 15 seconds. It was found that a large-scale 

fast-acting storage, by acting as a synthetic inertia, can mitigate the impact of zero inertia sources 

on the dynamic performance of a power grid in the case of a major generation outage. Many 

industry pioneers developing viable technologies to utilize large-scale BESS for grid stabilization. 

ABB integrates batteries, power converters, and system control into a single solution that provides 

highly reliable and accurate frequency regulation at much faster speeds than other technologies 

[111]. A new approach to dispatch BESSs is proposed in [112] to mimic inertia and enhance 

primary frequency response. It has been shown that the application of BESS significantly improves 

the transient stability response in a grid in high penetration of renewable energies [113]. BESS can 

improve and affect positively in reducing rotor speed deviation at different renewable energy 

penetration levels following disturbances in the system [114].  The impact of different BESS 

operation strategies are investigated in [115] for providing primary frequency control. Moreover, 
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the authors in [116] demonstrated that BESS significantly reduces environmental impacts while 

providing primary control. However, earlier works with energy storage system overlooked the 

ability of BESS to reduce frequency oscillation and increase renewable energy penetration level 

in the existing system. Note that the capacity of installed grid-scale BESS is still in the range of 

tens of MWh, which limits its applications to support inertia response along with primary 

frequency control [117]. In addition, fast-acting large-scale BESS is usually one of the most 

expensive components to utilize in power grids. On the other hand, fast response capability, cost-

effectiveness, as well as the availability of demand-side make the demand control as an appropriate 

candidate for primary frequency regulation. Load control refers mainly to non-time-critical loads 

with on/off status or controllable loads which can be linearly modulated based on frequency error 

[118]. A multi-objective gain-tuning method for controllable loads is introduced in [118] to 

minimize the frequency nadir, response time, steady-state error, and total load shedding. Utilizing 

time-frequency response of system to implement sequential activation of flexible loads was 

proposed in [119]. However, variability of participants and its impact on network operation was 

not considered in their control strategy. A multi-step adaptive frequency restoration process, using 

step-wise activation of responsive demand, was proposed in [120]. A real-time estimation of event 

severity is proposed using rate of change of frequency; however, the dynamic characteristics of 

loads was not considered in their proposed frequency response. The frequency overshoots caused 

by considering large flexible load volumes in fixed frequency control settings was examined in 

[121]. Authors categorized the individual load responses into finite discrete time intervals to 

minimize the overshooting problem. However, it resulted in higher frequency nadirs in the system. 

Authors in [122] utilized a market-based framework using a price-based control algorithms for 

available flexible loads to improve frequency response, requiring two way communication for 
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multiple entity (customer, aggregator and system operator) with regular adjustments and updated 

broadcast. To determine required frequency regulation, local area communication in a simplified 

power system is utilized in [123] to evaluate the contingency volume in load level and send the 

frequency control signals. This approach however, requires sophisticated load controllers, a 

significant communication overhead and high computation time (up to 3.5 s) before a response, 

resulting in compromised nadir improvement. A completely centralized approach is presented in 

[124] where a portfolio of flexible loads transmits state information and receiving the activation 

commands from the aggregator. Apart from the longer response times resulting from such a control 

philosophy, the flexible loads are represented as energy storage with a constant drain rate, ignoring 

the stochastic load behavior based on user impacts and weather conditions, etc. Moreover, the 

potential of load control in frequency regulation was investigated by Trudnowski et al. [125], while 

the simple load control strategy of their proposed approach was later applied to a large and realistic 

network by Donnelly et al. [126]. However, large-scale implementation of the load control not 

only requires visibility in the power system to appropriately re-calibrate protection schemes but 

also needs sophisticated management of individual appliances to ensure overshoot avoidance and 

minimal impacts from energy recovery.  

Note that the power imbalance and inertia estimation play a vital role in many applications 

such as inertia emulation and under frequency load shedding. For instance, to implement the under-

frequency load shedding in the event of a disturbance, the system frequency is measured and 

compared against a fixed threshold. Whenever this threshold is violated, load is shed based on the 

estimated power disturbance until the frequency reaches an acceptable level. Most of the studies 

have focused on estimating inertia by using frequency measurements after a disturbance 

(disturbance-based estimation) [127]. Average frequency signal was utilized to estimate system 
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inertia of Japan's power grid [128]. In another attempt, wide area measurement system (WAMS) 

was used to estimate the inertia of the power system of Great Britain (GB) [129]. In [130], several 

methods including frequency signal from one generator, average frequency signal of all generators, 

and average signal frequency of different areas were investigated to estimate power system inertia 

of the Nordic power system. In [131], an inertia estimation method was proposed using rate of 

change of frequency (RoCoF) measurements. However, in their method the RoCoF measurements 

at the connection points of the generators with the grid were considered to be available. To estimate 

power system inertia of the Western Electricity Coordination Council (WECC), a framework 

which utilize frequency measurements of a single location is proposed [132]. Authors in 

[133]\cite{wall2014simultaneous} also focused on measurements of a single location to estimate 

inertia constant of power grid based on active power and frequency. In a method developed in 

[134], the total power change after the disturbance was estimated simultaneously with the inertia 

constant. The method employed frequency signals from all generators and was tested in Nordic32 

test system. In [135], a strategy for updating the estimated loss of generator (LoG) during load 

control process through the system’s inertia constant estimation is introduced.  Recently, a method 

to estimate power mismatch after an abrupt loss of generator has been proposed based on the rate 

of change of frequency [136]. However, their proposed method is only limited to the loss of 

generation incidents. 

A hybrid system with BESS and wind turbine can deliver about 45% more inertial power as 

compared with a wind turbine alone [137]. A control scheme to emulate an inertial response from 

both the stored energy of a wind turbine and energy storage system is presented in [138]. In [139], 

the FFR performance of a type-4 turbine is improved by connecting a short-term BESS to the DC 

link. Alternatively, the energy storage system can be placed at the wind farm level rather than at 
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each wind turbine. An independent inverter has also been used to connect the superconducting 

magnetic energy storage to a wind turbine bus in [140], where a coordinated strategy emulates an 

inertial response from both the turbine and BESS, reducing the aggregate BESS capacity while 

improving the turbine performance. In [141], a fuzzy controller calculates the required turbine 

deloading and the power released from the ESS. In order to mimic the inertial response of a 

conventional power plant, the authors in [142] concluded that an BESS with a minimum capacity 

of 5% of the wind farm rated power should be connected at the wind farm point of common 

coupling, in conjunction with a fuzzy controller. The authors in [110] presented a coordination 

control technique between PV solar panel and BESS sharing a common DC bus to provide inertial 

response among other grid services. As the cost per unit of storage capacity is still significant, 

optimization studies have calculated the optimal distributed BESS capacity that supports either 

primary frequency response alone [143] or both an inertial and primary responses [144]. A control 

algorithm based on BESS to improve the inertial response of an islanded power system was 

proposed in [110], with the control algorithm further developed by the authors in [145] using a 

self-tuning controller to more precisely mimic a synchronous generator inertial response. A 

response scheduling and distributed control scheme for a distributed BESS is presented in [146], 

which aims to coordinate the DESS response such that the system avoids activating 

underfrequency load shedding relays during a system frequency transient. 

1.3. Research Objectives and Approaches 

Objective 1: An appropriate synthetic grid model consists of at least three important 

components:  a) the electrical grid topology; b) the generation and load settings which indicate 

their correlated placement and sizing; c) the transmission constraints which include the capacity 

limits of both transmission lines and transformers. To extend our previous work on synthetic power 
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grid modelling we develop a novel approach to accurately determine the transmission capacities 

for a synthetic power grid model with components (a) and (b) already resolved. For this part, we 

mainly focus on statistical analysis of transmission line capacities in terms of both topological and 

electrical parameters. We examine transmission line capacities based on both network topology 

metrics and some newly proposed electrical indexes. The obtained results show that the issue of 

transfer capacity assignment not only emerges as an electrical optimization concern, but some 

topological metrics must be considered to find the best line capacity assignment that is consistent 

with what is manifested in real-world grid. These results then will be used to develop a new 

methodology to appropriately characterize the line capacity assignment and improve the synthetic 

power grid modeling. 

Objective 2: To address the lack of realistic grid models to performance evaluation and 

verification of new concepts and methods proposed by the researchers, we develop a 

comprehensive toolkit to generate synthetic models featuring same properties of realistic power 

grids. The AutoSynGrid toolkit is designed based on MATLAB Graphical User Interface (GUI) 

and it is able to build any number of synthetic cases that can be used for a variety of analysis such 

as PF and OPF studies. It allows to select several key characteristics of the generated system, such 

as reference system, loading level, and generation cost model. The generated cases include 

topology, bus type, generation and load setting, transmission line capacities and generation types 

and cost models. The output of the toolkit is exported in the native MATPOWER [21] format 

allowing to use the MATPOWER open-source, steady-state, planning, and analysis package to 

further studies on the generated cases. In addition, we develop a validation framework, which 

examines the generated synthetic cases based on the metrics introduced in the literature and some 

new validation metrics we found in realistic power grids. These metrics are categorized into 
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topology metrics, electric parameters, state variables, interdependencies, and scaling properties. 

Moreover, we define a closeness factor to measure the realism of generated synthetic cases and 

compare with totally random grids. 

Objective 3: Motivated by the necessity of an accurate impact assessment framework to study 

DPV generation in the distribution network, we propose a detailed impact-assessment framework 

to accurately assess the possible impacts of two different DPV installation schemes on a realistic 

distribution network. We perform a full year time-series analysis of DPV installations with a novel 

synthetic load profile modeling and detailed models of all system components to aid utilities and 

policymakers on quantifying the impacts of different DPV penetration levels. To cater 

uncertainties in DPV installation by customers, a Monte Carlo-based technique is utilized. Solar 

PV installation in the distribution network is not purely random and the location and size of the 

installation depend on many factors. Adequate solar insolation, available rooftop and customer 

decision for size selection, as well as the finance budget and government incentives are the most 

crucial factors for rooftop PV installation. Therefore, to develop a detailed assessment approach, 

we perform a PV potential study to estimate actual DPV installation capacity for the buildings in 

the given distribution network. In addition, we define customer selection factor to mimic customer 

behavior for PV size selection. Moreover, a novel synthetic load modeling is proposed to generate 

daily load profiles for individual building types representing specific load patterns for the studied 

area. In addition to the Monte Carlo-based technique to study random installation, we propose a 

multi-object optimization approach to suggest optimal location and size of aggregated small-scale 

DPVs in the distribution network. The objectives of optimal size and location algorithm are 

minimization of the energy loss, voltage deviation, and voltage fluctuation, in addition to 

elimination of voltage violations and reverse power flow. This allows identifying the outcomes for 
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two different DPV deployment policies towards possible strategies to maximize advantages and 

minimize the negative impacts of DPVs and may provide useful guidance for utilities and 

policymakers. In fact, the proposed detailed impact assessment not only provides the more precise 

and accurate results on hosting capacity and high PV penetration impacts, but also provides a 

comparative perception of DPV installation in different penetration ratios. 

Objective 4: With recent technology advances, solar photovoltaic has become one of the 

fastest-growing renewable energy sources in the U.S. However, high penetration of PV systems 

into the distribution networks may arise undesirable issues such as voltage fluctuations and reverse 

power flows. These issues may be mitigated with onsite energy storage systems but the latter are 

usually not available or expensive. An alternative solution is demand side management (DSM) 

strategies, which may have the dual effects of reducing electricity consumption during peak hours 

and allowing greater efficiency and flexibility for renewable integration, namely by enabling a 

better match between electric supply and demand. In this part, we propose decentralized household 

demand side management in a residential distribution network, which consists of multiple smart 

homes with schedulable electrical appliances and rooftop PV generation units. Using the 

developed simulation model, we examine the performance of decentralized household DSM and 

study their impacts on the distribution network operation and renewable integration, in terms of 

utilization efficiency of rooftop PV generation, overall voltage deviation, real power loss, and 

possible reverse power flows. 

Objective 5: Large-scale deployment of RESs has led to significant generation shares of 

variable RES in power systems worldwide. RES units, notably inverter-connected wind turbines 

and solar PV that as such do not provide rotational inertia, are effectively displacing conventional 

generators and their rotating machinery. Low inertia power grid causes the system frequency to 
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change too fast after the occurrence of a severe contingency or disturbance. In this regard, the last 

part of this work is dedicated to develop a framework to emulate inertia response using VPPs. We 

propose an online power disturbance estimation by introducing new terms in the swing equation 

to have an accurate estimation of disturbance and system inertia in case of a large generator loss 

or a large load disconnection. Fast frequency response from the load side should be triggered in 

less than 400 ms [35]. Therefore, a real-time optimization framework will developed to control 

aggregated DERs in a distribution network to effectively emulate fast response VPPs. To validate 

the proposed approach, we will use synthetic power grids which are generated by our developed 

AutoSynGrid toolkit in the objective two. In addition, we will investigate the quadratic power 

control of BESSs and RESs in VPPs. Simultaneous control of the active and reactive power of the 

converter can improve the voltage regulation and provide more flexibility in the VPP to participate 

in inertia emulation and fast frequency response. 
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2. Synthetic power grid modeling 

2.1. Motivation 

Synthetic grid modeling has been introduced as a potential solution to address the lack of 

realistic grid models to performance evaluation and verification of new concepts and methods 

proposed by the researchers. These entirely fictitious models mimic the characteristics of real grids 

without disclosing any sensitive information associated with real grids. The main idea for synthetic 

power grid modeling is to study the statistical properties of real networks and construct a method 

to generate fictional networks that have all the properties of a real network [58].  

In the first part of this section, we develop a novel approach to accurately determine the 

transmission capacities for a synthetic power grid model with known electrical grid topology and 

generation and load settings. The proposed approach takes into account the scaling property of 

total transmission capacity versus network size and the mutual dependence between the electrical 

parameters, as evident in real grid data of different size.  The statistics of generation dispatch factor 

and transmission gauge ratio have been examined in terms of their marginal distribution and the 

correlation with corresponding capacity settings. Then a set of DC power flow solution and flow 

distribution in a given synthetic grid could be calculated with statistically assigned generation 

dispatch. Finally, a statistically correct random set of transmission capacities will be calculated 

and assigned to each transmission branch according to the correlated transmission gauge ratios. 

The main contributions of this paert are summarized as follows: 1) statistical analysis of generation 

dispatch factor (𝛼 ≜ 𝑃𝑔 𝑃𝑔
max⁄ ) and its correlation with generation capacity; 2) statistical analysis 

of transmission gauge ratio dispatch ratios (𝛽 ≜ 𝐹𝑙 𝐹𝑙
max⁄ ) and its correlation with branch power 

flow; 3) development of a statistical-based algorithm to determine the generation dispatch at each 

generation bus; 4) using the statistics obtained in (1)-(3) development of a novel algorithm to 
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calculate and assign the transmission capacities based on the DC power flow solutions for a 

synthetic power grid. For the second part, we combine all our proposed approaches and introduce 

a toolkit to generate synthetic models featuring same properties of realistic power grids. 

2.2 Statistical assignment of transmission capacities in synthetic grid modeling 

2.2.1 System Modelling 

The electrical topology of a power grid, with N bus and M branches, can be fully described by 

an admittance matrix 𝑌𝑁×𝑁, which is defined as: 

𝑌𝑁×𝑁 = 𝐴
𝑇Λ−1(𝑧𝑙)𝐴, (2.1) 

where A is the branch-node incidence matrix. Λ−1(. ) denotes the diagonal inverse matrix with a 

specific vector and 𝑧𝑙 the vector of branch impedances. By neglecting power losses in the grid, the 

so-called DC power flow distribution in a grid follows its network constraints as: 

𝑃(𝑡) = 𝐵′(𝑡)𝜃(𝑡) (2.2) 

𝐹(𝑡) = Λ(𝑦𝑙)𝐴𝜃(𝑡) (2.3) 

where; 𝜃(𝑡) and 𝑃(𝑡)  are the vector of phase angles and injected real power, respectively. Besides 

the network constraints, grid operation also needs to account for the constraints of generation 

capacity, load settings, and transmission capacity as following: 

𝑃𝑔
𝑀𝑖𝑛 ≤ 𝑃𝑔 ≤ 𝑃𝑔

𝑀𝑎𝑥 (2.4) 

𝑃𝐿
𝑀𝑖𝑛 ≤ 𝑃𝐿 ≤ 𝑃𝐿

𝑀𝑎𝑥 (2.5) 

|𝐹𝑙| ≤ 𝐹𝑙
𝑀𝑎𝑥 (2.6) 

It is clear that to form the later grid operation constraint, calculation of injected power along 

with transmission line capacities is necessary. In this paper, we will expand our previous work to 
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determine generation dispatches and transmission line capacities. For the purpose of statistical 

analysis and algorithm development, we defined the following two parameters: 

𝛼𝑖 = 𝑃𝑔𝑖  𝑃𝑔𝑖
𝑀𝑎𝑥⁄          𝑖 = 1… 𝑁𝐺   (2.7) 

 𝛽𝑙 = 𝐹𝑙 𝐹𝑙
𝑀𝑎𝑥⁄             𝑙 = 1…  𝑀 (2.8) 

where 𝛼𝑖 is denoted as the dispatch factor of generation unit at bus i and  𝛽𝑙 the transmission gauge 

ratio of branch l in a given grid. 

2.2.2 Statistics of generation dispatch factor 

In power systems, generation units are committed to serve the time-varying demand of 

customer loads according to their costs, operational limits, network constraints, and environmental 

constraints and other factors. Our prior work [53] developed algorithms to generate a statistically 

correct random  set of generation capacities and load settings, and then assign them to each 

generation and load bus respectively. In this section, we will study the statistics of generation 

dispatch ratios then develop an approach to determine the generation dispatch at each generation 

bus in a synthetic grid model accordingly. The main idea is that by studying the possible correlation 

between generation capacities 𝑃𝑔𝑛
𝑀𝑎𝑥 and short-term power dispatch 𝑃𝑔𝑛 in real power grids, an 

appropriate method can be constructed to determine the power dispatch of each generating unit 

according to its capacity setting in a synthetic grid.  

Initial statistical study indicates that there exist non-trivial correlation  between the generation 

capacities and its generations dispatch as evidenced by the Pearson coefficient of 𝜌 (𝑃𝑔𝑛
𝑀𝑎𝑥 ,  𝑃𝑔𝑛) ∈

[0.75,0.95] , evaluated for real grid data such as the NYISO,  the WECC, the PEGASE, and the 

ERCOT systems. Figure 2.1 shows the scatted plot of generation dispatch versus generation 

capacities for the NYISO-2935 system with Pearson coefficient of 𝜌 = 0.7509.  
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Figure 2.1 . Scatter plot for generation dispatch versus generation capacity in NYISO-2935 bus system 

All the generators in the system may be divided to three categories: (A) uncommitted unites 

with 𝛼𝑔 = 0, (B) partially committed unites with 𝛼𝑔 < 1.0, and (C) fully committed units with 

𝛼𝑔 ≈ 1.0. It is found  that in a typical system about 10 ~ 20% of generators are uncommitted, and 

interestingly most category (A) units tend to be small or medium size units only a very small 

number of them have super large capacities. Electricity market requirements, annual overhaul 

schedule, or load levels of the system could be the reasons for this special uncommitted status of 

generations. Additional finding is that about 40 – 50% of the generations belong to category (B) 

and their output power varies between the minimum and maximum generation capacity. The rest 

generation units operate very close to their maximum, i.e. belonging to category (C).  

The scatter plot of normalized generation capacities (𝑃𝑔𝑛
𝑀𝑎𝑥̅̅ ̅̅ ̅̅ ̅̅ = 𝑃𝑔𝑛

𝑀𝑎𝑥 𝑚𝑎𝑥
𝑖
𝑃𝑔𝑖
𝑀𝑎𝑥⁄ ) versus 

dispatch factor for the WECC system is shown in Fig. 2.2. It is worthy to note that a small number 

of units in the system operate with negative dispatch factor. These might come from the units that 

operate as electricity storage such as the hydro generators. Figure 2.2 also implies that in a typical 

power grid small and mid-size power units tend to have a wider range of dispatch factor compared 

with those unit of larger size. The statistics derived from data of realistic grids indicate that there 
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exist a significant correlation between the normalized generation capacities and their short-term 

power outputs with a Pearson coefficient of 𝜌 (𝑃𝑔𝑛
𝑀𝑎𝑥̅̅ ̅̅ ̅̅ ̅̅ , 𝛼𝑛) ∈ [0.15,0.55]. 

 

Figure 2.2 Scatter plot for dispatch factor versus generation capacity in the WECC system 

Given a data set of generation unit capacity and dispatch factor, we may define a joint 

distribution function in the two-dimensional space of (𝑃𝑔𝑛
𝑀𝑎𝑥̅̅ ̅̅ ̅̅ ̅̅ , 𝛼𝑛). The 2-D density function 

𝑓 (𝑃𝑔𝑛
𝑀𝑎𝑥̅̅ ̅̅ ̅̅ ̅̅ , 𝛼𝑛), when integrated over a set 𝑆 gives the probability that (𝑃𝑔𝑛

𝑀𝑎𝑥̅̅ ̅̅ ̅̅ ̅̅ , 𝛼𝑛) falls into the set 

Pr(𝐴) = Pr {(𝑃𝑔𝑛
𝑀𝑎𝑥̅̅ ̅̅ ̅̅ ̅̅ , 𝛼𝑛) ∈ 𝑆}. 

(2.9) 

Figure 2.3 illustrates the 2-D empirical probability mass function (PMF) of dispatch factor 

versus normalized generation capacity for the NYISO-2935 system. In order to develop an 

algorithm for assigning dispatch factors to each generation bus based on generation capacities, we 

can formulate a two-dimensional table based on 2-D empirical PMF such as that shown in Table 

2.1 for the NYISO-2935 bus system. It should be noted here that the main purpose of using 2-D 

empirical PMF table for the dispatch factor assignment in a synthetic grid model is to reproduce a 

similar correlation between the generation dispatch and the generation capacity as found in real 

grid systems.  
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Our studies on the statistical distribution of committed units in realistic power grids show that, 

more than 99% of the committed generations have capacities following an exponential distribution 

with about 1% having extremely large capacities falling outside of the normal range defined by 

expected exponential distribution indicated by imperial probability density function (PDF) 

committed unites shown in Fig. 2.4.  However, statistical analysis of dispatch factors for 

committed unites on realistic grids shows that, depending on loading level of the system (𝛼∑ =

∑ 𝑃𝑔𝑖
𝑁𝑔
𝑖=1

∑ 𝑃𝑔𝑖
𝑀𝑎𝑥𝑁𝑔

𝑖=1
⁄ ), dispatch factor follows different distributions. For instance, for NYISO-

2935 as a system with large loading level (𝛼∑ = 0.74), dispatch factor follows generalized 

extreme value distribution, however, dispatch factor for PEGASE-13659 with a small loading level 

(𝛼∑ = 0.38) follows uniform distribution. 

4.2.2.1 Assigning dispatch factors to generation buses 

Given a synthetic grid topology with N buses and determined generation capacities and load 

settings, we may select a randomly correct set of generation capacities for both committed and 

uncommitted units which follows 99% rule for committed unites and uniform distribution for 

uncommitted unites. Next by generating statistically correct random set of dispatch factors, we can 

assign them to the selected generation capacities in generation buses based on obtained statistical 

pattern represented by data presented in Table 2.1. The following steps is used to determine 

generation dispatch for generation buses in synthetic power grid: (Uncommitted units) select a set 

of generation capacities form [𝑃𝑔𝑛
𝑀𝑎𝑥]

1×𝑁𝑔
 and consider them as uncommitted units. In this step, 

(10~20) % of generating units are considered as uncommitted units with 𝛼 = 0 and remaining 

units are guaranteed to take generation dispatch value between (0 ~ 1]. It should be noted that the 

selected capacities should follow the uniform distribution between [0, 0.6] and the capacity of 
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nominated units must be close enough to the random values generated by uniform distribution; 

(Committed units) First we need to select 40~50 % of remaining units as committed but not full-

load units. In this procedure, the nominated units are selected according to the empirical PDF of 

generation capacities of category B, in a similar way as what has been done in step 1. Then an 

algorithm will be developed to assign the best generation dispatch to each generation bus with 

respect to the statistical pattern presented derived from 2-D empirical PMF; (Full-load units) in 

this step, leftover units are considered as full-load sources with dispatch factor 𝛼 = 1.  

 

Figure 2.3 2-D empirical PMF of dispatch factor versus normalized generation capacity in the NYISO-2935 

system 

 

Figure 2.4 Empirical PDF of committed generation’s dispatch factor for NYISO-2935 bus system 
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Table 2.1 Probability Distribution of Dispatch Factor vs. Normalized Generation Capacity 

 

2.2.3 Transmission capacity statistics and assignment algorithm 

In order to manage or prevent overloading conditions, most transmission branches have 

established some capacity limits that cannot be exceeded at any time. In realistic power grids, this 

rating is figured out based on the device configuration and the worst-case scenario with respect to 

environmental conditions, and may also be imposed by other factors such as  stability or voltage 

limits.  However, in synthetic power grid modeling and due to the lack of sufficient technical 

information, we have to use statistical approaches in order to find the best setting for the 

transmission line capacity. In this section, we will introduce a statistical–based approach to 

generate a set of transmission line capacities and assign them to the transmission lines. To 

accomplish this goal, we first investigate the scaling function of total transmission line capacity in 

a grid versus the network size. Then we study the possible relationship between transmission line 

capacity 𝐹𝑙
𝑀𝑎𝑥 and the real-time flow of power 𝐹𝑙  through the transmission lines during the normal 

operation of realistic power grids. These results then will be used to develop a new methodology 
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to appropriately characterize the line capacity assignment and improve the synthetic power grid 

modeling.  

2.2.3.1 Scaling property of total transmission capacity 

Using the definition of aggregate transmission line capacity  𝐹𝑙
𝑡𝑜𝑡 = ∑ 𝐹𝑙𝑚

𝑀𝑎𝑥𝑀
𝑚=1   , we do the 

statistical analysis on the IEEE test cases and realistic grid data, to show the mathematical 

relationship between the network size and the total transmission line capacity of the grid. We 

derived the scaling function for aggregated transmission line capacity in a grid versus network size 

as follows 

log 𝐹𝑙
𝑡𝑜𝑡(𝑁) = 1.03(log𝑁) + 2.52 (2.10) 

where N is network size and the logarithm is base 10.  Although the presented scaling function can 

generate reasonable values for the total transmission capacity, it is really challenging to find the 

best line capacity assignment. Indeed, we need to evaluate the statistical behavior of realistic 

capacities and the relationships between the branch capacities and other grid metrics which can be 

measured in any given network, i.e. flow distribution. 

2.2.3.2 Correlation between transmission gauge ratio and flow distribution 

Our initial experiments on statistical distribution of transmission gauge ratio show that the 

best distribution which it fits the distribution of  𝛽𝑙 is exponential distribution. The statistics 

collected from the date of a number of realistic grids also indicate that there exists a considerable 

correlation between the transmission gauge ratio and its flow distribution and its Pearson’s 

coefficient varies in range of 0.35 – 0.65. Figure 2.5 displays the scatter plot of normalized flow 

distribution and transmission gauge ratio which can be utilized to generate the 2-D empirical PMF 

of some sample grids like WECC-16994 buses system. It is worthy to note that in power systems, 
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three different capacities define for transmission lines i.e. long term, short term, and emergency 

capacity and in this study we focus on long term capacity of transmission lines. However, from 

Fig. 2.5 we can see that for some lines  𝛽𝑙 is higher than 1, which it means that those line are 

operating in short term or emergency rating. 

 

Figure 2.5 Scatter plot for transmission gauge ratio versus normalized flow distribution in WECC-16994 

bus system 

Studying correlation between transmission gauge ratio and normalized flow distribution, we 

may extract an empirical 2-dimentional PMF and based on that a 2-dimensional probability 

distribution table can be formulated to enable an algorithm to assign transmission line capacities 

to the synthetic power grid. 

2.2.3.3 Transmission line capacity assignment 

In this subsection we develop an algorithm to address the statistical assignment of 

transmission capacities in a synthetic power grid model using approximate scaling function of total 

transmission line capacity versus network size, the estimated exponential distribution of the 

transmission gauge ratio  𝛽𝑙 , and the correlation between the gauge ratio and flow distribution of 

power grid. First a statistically correct random set of transmission gauge ratios will be generated; 
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and using derived 2-dimensional probability distribution table, we will assign transmission gauge 

ratios to each transmission line with respect to the grid flow distribution calculated from the DC 

power flow solution. Next we will scale transmission line capacities if ∑ 𝐹𝑙𝑚
𝑀𝑎𝑥𝑀

𝑚=1 > 1.05𝐹𝑙
𝑡𝑜𝑡 or 

∑ 𝐹𝑙𝑚
𝑀𝑎𝑥𝑀

𝑚=1 < 0.95𝐹𝑙
𝑡𝑜𝑡 to assure the aggregated transmission line capacity remains within the 

range specified by the scaling function of 𝐹𝑙
𝑡𝑜𝑡(𝑁). The flowchart of proposed algorithm is 

depicted in Fig. 2.6. 
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Figure 2.6 Algorithm flowchart to assign statistically accurate transmission line capacities for a synthetic 

grid 

2.3 AutoSynGrid: A MATLAB-based Toolkit for Automatic Generation of 

Synthetic Power Grids 
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In this section, we combine all our proposed approaches and introduce a toolkit to generate 

synthetic models featuring same properties of realistic power grids. The AutoSynGrid toolkit is 

designed based on MATLAB Graphical User Interface (GUI) and it is able to build any number of 

synthetic cases that can be used for a variety of analysis such as PF and OPF studies. It allows to 

select several key characteristics of the generated system, such as reference system, loading level, 

and generation cost model. The generated cases include topology, bus type, generation and load 

setting, transmission line capacities and generation types and cost models. The output of the toolkit 

is exported in the native MATPOWER [3] format allowing to use the MATPOWER open-source, 

steady-state, planning, and analysis package to further studies on the generated cases. In addition, 

we develop a validation framework, which examines the generated synthetic cases based on the 

metrics introduced in the literature and some new validation metrics we found in realistic power 

grids. These metrics are categorized into topology metrics, electric parameters, state variables, 

interdependencies, and scaling properties. Moreover, we define a closeness factor to measure the 

realism of generated synthetic cases and compare with totally random grids. 

2.3.1 AutoSynGrid Functionality 

In this section, the key input parameters and outputs in synthetic case generation is introduced. 

Figure 2.7 shows the user interface of AutoSynGrid toolkit. The AutoSynGrid toolkit is able to 

generate the synthetic cases with only indicating the network size.  However, five additinal options 

are provided to control the featurs of the generated cases, including number of branches, loading 

level, reference system, bus type entropy, and generation cost modelling approach (see Fig. 2.7). 

Moreover, default selections are provided for all these options. 
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Figure 2.7 User interface of AutoSynGrid toolkit 

1) Number of Buses: The network size is the only essential input that the AoutoSynGrid 

needs to generate the synthetic cases. The minimum and maximum  network size to 

generate synthetic cases is set to 20 and 6000, respectively. It should be mentioned that 

the toolkit is able to generate synthetic cases with more than the 6000 buses, however, 

for the large network sizes the execution time increases significantly. 

2) Reference System: The toolkit utilizes a reference realistic grid to generate synthetic 

cases based on its properties such as generation and load settings. For the first version, 

three reference systems of NYISO, WECC, and ERCOT are provided and the default 

reference system has been set to NYISO.  

3) Number of Branches: In the default setting, the AutoSynGrid toolkit creates the 

branches based on the topology requirements such as average node degree and average 

path length. However, the user is able to specify the total number of branches in this 

section. It is worthy to note that to generate valid synthetic cases it is important to fulfill 

specific requirements for number of the branches. For instance, to satisfy the average 



49 

 

node degree requirement, total number of branches should be in a specific range. 

Therefore, the toolkit will show a massage in case of any violation.  

4) Bus Type Entropy: This parameter selects the bus type assignment method for the 

synthetic cases. Two methods for calculation of bus type entropy i.e.  𝑊0(𝕋) and 𝑊1(𝕋) 

are provided [58]. The first option 𝑊0(𝕋) has the advantage to simplify the optimization 

procedure seeking for the best bus type assignments with faster execution time to find 

the optimum assignment. While the second definition, 𝑊1(𝕋) as a more generalized 

entropy, has the advantage to simplify the approximation procedure of the scaling 

function. The default option is dedicated to the 𝑊0(𝕋).  

5) Loading Level: This value defines what percent of total generation capacity is utilized 

in the power grid. It is defined as the ratio of total active load to the total generation 

capacity of power grid, i.e., 

𝛼𝜎 =∑ 𝑃𝐿𝑖

𝑁𝐿

𝑖=1
∑ 𝑃𝑔𝑗

𝑀𝑎𝑥
𝑁𝑔

𝑗=1
⁄  (2.11) 

where 𝑁𝐿 indicates the total number of loads, 𝑁𝑔 is the number of generators, 𝑃𝐿𝑛and 

𝑃𝑔𝑛
𝑀𝑎𝑥 are active load and maximum generation capacity of load i and generator j, 

respectively. The user is able to select the expected loading level of the synthetic case 

between, default (scaling property of total load [54]), low (30-40%), medium (50-60%), 

and high (70-80%).  

6) Generation Cost Model: This setting selects the approach to determine generator cost 

models and their associated coefficients. For the generation cost model, two approaches 

of quadratic generation cost model (Approach A) and linear generation cost model 
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(Approach B) are provided. The approach A models the generation costs based on the 

dispatch cost coefficients derived from generation block-offer schedule data while the 

approach B utilizes average heat rates and fuel costs of power plants. The default setting 

for this parameter is approach A.  

Once the input data is provided, the “Generate AutoSynGrid” button will generate the 

synthetic grid. A waiting bar is implemented to illustrate the process of synthetic grid generation. 

The generated case includes data for the system MVA base, bus data, generator data, branch data, 

generator cost data, type of generators, and fuel types. Once the generation is done, the “Save 

AutoSynGrid” button will save the case in native MATPOWER format in any path the user selects 

to save the data. MATPOWER is an open-source MATLAB-based power system simulation 

package that provides a high-level set of power flow, OPF, and other tools targeted toward 

researchers, educators, and students [3]. In addition, the user is able run DC-OPF and save the 

results with “DC-OPF”, and “Save DC-OPF” buttons, respectively. Figure 2.8 shows a sample 

synthetic case created by AutoSynGrid toolkit indicating the generation and load buses with 

corresponding power flows. In addition to the generated MATPOWER format case, the toolkit 

provides evaluation results for the generated cases. These results are divided in five categories of 

topology metrics, electric parameters, state variables, interdependencies, and scaling properties. 

Each button provides a summary information on topological and electrical characteristics of 

corresponding category for the generated synthetic case to validate the accuracy of generated 

synthetic case and designed toolkit. 
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Figure 2.8 A sample synthetic case created by AutoSynGrid toolkit 

2.3.2 Overview of the methodology 

We introduce AutoSynGrid toolkit to produce infinite number of power grid test cases with 

scalable network size featuring the same kind of small-world “electric” topology of real-world 

power transmission network. Integration of electrical settings such as generation and load settings, 

generation cost models, and transmission line capacities with previously proposed RT-

nestedSmallWorld model in [51], enables us to generate complete and more accurate synthetic grid 

cases. The AutoSynGrid toolkit includes five modules to generate synthetic grid cases as illustrated 

in Fig. 2.9. The synthetic grid generation begins with the topology creation in RT-

nestedSmallWorld module, using Small-World properties and realistic power grid features. The 

second step is bus type assignment. Once the generation, load and connection buses are 

determined, generation capacities, generation dispatch and load settings are assigned in the 

corresponding module. Once the necessary data for DC-PF study such as electric topology, 

generation and load settings are determined, DC-PF is executed to test the state variables including 

phase angle differences and flow distribution. If the created case does not pass the predefined 
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criteria for the state variables, it will be sent to the previous modules to modify the created synthetic 

case. This modification includes revisions on branch connections, reassignment of impedances, 

buss type assignment, and generation and load settings. Once the generated case passed the state 

variables test, the Transmission Line Capacity module determines the line capacities, based on the 

synthetic grid flow distributions. The module for generation cost modelling uses the generation 

capacities to determine the fuel types and then assigns the cost models based on them. The final 

synthetic case is converted to the MATPOWER format and user is able to run DC-OPF for 

economic analysis and the validation process to assure the accuracy of the generated synthetic 

case. The Validation button examines the generated synthetic cases, based on the metrics that they 

are observed from realistic power grids. The specific description of each module in the 

AutoSynGrid toolkit is described in more details below. 

 

Figure 2.9 Flowchart of AutoSynGrid toolkit to generate synthetic grid cases 

2.3.2.1 RT-nestedSmallWorld 
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The RT-nestedSmallWorld generates a random electric topology with any number of network 

size based on the small-world characteristics of realistic power grids. In real-world power grids, 

usually, a large-scale systems consist of a number of smaller-size subsystems, which are 

interconnected by sparse and important tie lines [147]. The RT-nestedSmallWorld generates the 

synthetics cases by using this fact in a hieratical way. First, it forms connected subnetworks with 

limited size and the connectivity requirements. Then connects the subnetworks through lattice 

connections and finally, generates the line impedances from specific distributions and assign them 

to the links in the topology network. More details are available in [51]. 

2.3.2.2 Bus Type Assignment 

The best set of bus type assignments for the generated synthetic topology, indicating the 

generation, load, and connection buses, is determined in this module. The key concept in this 

module is the Bus Type Entropy. Two different Bus Type Entropy has been defined in [2] as the 

numerical weighted measures to quantify and characterize the “correlated” bus type assignments: 

𝑊0(𝕋) = −∑ 𝑟𝑘
3
𝑘=1 × log(𝑟𝑘) − ∑ 𝑅𝑘

6
𝑘=1 × lo g(𝑅𝑘)  (2.12) 

𝑊1(𝕋) = −∑ log(𝑟𝑘)
3
𝑘=1 × 𝑁𝑘 − ∑ log(𝑅𝑘)

6
𝑘=1 ×𝑀𝑘  (2.13) 

To determine best bust type assignment, first, the empirical PDF of randomized bus type 

assignments with respect to the grid size and its connecting topology will be generated to calculate 

the estimated fitting distribution parameters of (𝜇, 𝜎). Then, the normalized distance called d [58] 

will be calculated to find the target entropy value of 𝑊∗ using 𝑊∗ = 𝜇 + 𝜎𝑑𝑊(𝑁), which is 

consistent with that observed in realistic grids. Finally, an optimization algorithm with objective 

function of min
𝕋
 𝜀 = |𝑊(𝕋) −𝑊∗|   will be implemented to search for the desired bus type 
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assignments with respect to the 𝑊∗ to determine the best set of bus type assignments. More details 

on bus type assignment can be found in [58]. 

2.3.2.3 Generation capacity, generation and load setting 

This module generate statistically correct random set of generation capacities and loads and 

assign them to the generation and load buses. First, a statistically correct random set of generation 

capacities and load will generate based on the derived exponential distributions. For both aggregate 

generation capacity and load the approximate scaling function can be represented as function of 

network size as [54] 

log 𝑃𝑔,𝑀𝑎𝑥
𝑡𝑜𝑡 (𝑛) = −0.21(log 𝑛)2 + 2.06(log 𝑛) + 0.66  (2.14) 

log 𝑃𝐿
𝑡𝑜𝑡(𝑛) = −0.20(log𝑛)2 + 1.98(log 𝑛) + 0.58  (2.15) 

where 𝑃𝑔,𝑀𝑎𝑥
𝑡𝑜𝑡  denotes the estimated total generation capacity, 𝑃𝐿

𝑡𝑜𝑡 denotes the estimated total 

demand, and the logarithm is with base 10. The generated random sets of generation capacities 

and loads are examined and scaled to ensure that the aggregated generation capacities and loads 

remain in the range specified by Eqs. (3) and (4). The final step is to assign the generated 

statistically correct random sets to the related buses utilizing a non-trivial correlation between the 

normalized nodal degree of a generation/load bus and its capacity. Details on proposed algorithms 

are available in [53]. 

Generation dispatch is the other vital component to build a valid synthetic grid. It enables the 

toolkit to perform DC-PF study, test the created synthetic cases, and use the calculated flow 

distributions to determine transmission line capacities. Given a synthetic grid topology with N 

buses and determined generation capacities and load settings, the algorithm selects a randomly 

correct set of generation capacities for both committed and uncommitted units which follows 99% 
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rule for committed unites and uniform distribution for uncommitted unites. Next by generating 

statistically correct random set of dispatch factors (𝛼 = 𝑃𝑔 𝑃𝑔
𝑚𝑎𝑥⁄ ), it assigns them to the selected 

generation capacities in generation buses based on a 2-D empirical PMF of normalized generation 

capacities and dispatch factors. More details are available in [57]. 

2.3.2.4 Generation cost assignment 

The essential component to perform energy economic studies, such as OPF problem, is to 

determine generator cost models and their associated coefficients. In this section, we propose an 

approach based on statistical analysis of actual grids and available information on generation units 

to determine fuel types and generation cost models based on pre-determined generation capacities. 

The generation mix of U.S. EIA data [148] is studied to proposed the fuel type assignment 

algorithm. For simplicity, all different technologies/fuel types in the generation mix are combined 

into five major categories of Hydro, Wind, Natural Gas, Coal, and Nuclear to avoid relatively 

complicated modeling for very small portion of total installed generation capacity. Statistical 

analysis on power plants for all Eastern Interconnection (EI), Western Electricity Coordinating 

Council (WECC) [149], and   Electric Reliability Council of Texas (ERCOT) [150] 

interconnections shows that there exist a strong correlation between normalized generation 

capacities of power plants and their discretized fuel types by a Pearson coefficient of 

𝜌 (𝑃𝑔𝑛
𝑀𝑎𝑥̅̅ ̅̅ ̅̅ ̅̅ , 𝑇𝑃𝑛) ∈ [0.48,0.64]. Given a data set of generation unit capacity and discretized fuel 

types, we may define a joint distribution function in the two-dimensional space of (𝑃𝑔𝑛
𝑀𝑎𝑥̅̅ ̅̅ ̅̅ ̅̅ , 𝑇𝑃𝑛). 

The 2-D density function𝑓 (𝑃𝑔𝑛
𝑀𝑎𝑥̅̅ ̅̅ ̅̅ ̅̅ , 𝑇𝑃𝑛), when integrated over a set 𝑆 gives the probability that 

(𝑃𝑔𝑛
𝑀𝑎𝑥̅̅ ̅̅ ̅̅ ̅̅ , 𝑇𝑃𝑛) falls into the set: 
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Pr(𝐴) = Pr {(𝑃𝑔𝑛
𝑀𝑎𝑥̅̅ ̅̅ ̅̅ ̅̅ , 𝑇𝑃𝑛) ∈ 𝑆}. 

(2.16) 

Thus, the 2-D empirical probability mass function (PMF) cab be extracted to use as a guidance 

map to assign fuel types to generators based on their normalized generation capacity. Once the 

fuel types determined, generation cost models will be assigned accordingly. For the generation 

cost model, we consider two approaches to assign no load and production cost to each generator: 

Approach A:  𝐶(𝑃) =  𝑎0 + 𝑎1𝑃 + 𝑎2𝑃
2 (2.17) 

Approach B:  𝐶(𝑃) =  𝑎0 + 𝑐𝑓(𝑏1𝑃 + 𝑏2𝑃
2) (2.18) 

where 𝑎𝑖: 𝑖 = 0,1,2 and 𝑏𝑖: 𝑖 = 1,2 indicate the fuel-dependent cost model coefficients, 𝑐𝑓 refers 

to fuel cost and P is generator output. 

The approach A models the generation cost based on the dispatch cost coefficients derived 

from generation block-offer schedule data of ISO-NE and PJM differentiated by fuel type [43]. On 

the other hand, approach B utilizes average heat rates of power plants and their fuel costs obtained 

from EIA data, to model cost functions [38]. No load costs for wind and hydro power plants are 

set to zero. The cost coefficients data summarized in [38] are used to assign for each generator by 

its fuel type and capacity. Figure 2.10 shows the proposed algorithm flowchart to assign fuel types 

and generation costs. 
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Figure 2.10 Algorithm flowchart to assign statistically accurate fuel type and generation costs for a synthetic 

grid. 

2.3.2.5 Transmission line capacity 

The line capacities are assigned to transmission lines according to flow distribution calculated 

by DC-PF. First, a statistically correct random set of transmission gauge ratios  (𝛽𝑙 = 𝐹𝑙 𝐹𝑙
𝑀𝑎𝑥⁄ )  

are generated based on derived exponential distribution. Then, using the derived 2-D PMF table 

of reference system for transmission gauge ratio and its flow distribution, the transmission gauge 

ratios are assigned to each transmission line with respect to the grid flow distribution calculated 

from the DC-PF solution. In the final step, the total transmission line capacities will be examined 

and scaled to assure that the aggregated transmission line capacity remains within the range 

specified by the scaling function of 𝐹𝑙
𝑡𝑜𝑡(𝑁) in [54]. More details are available in [57]. 

2.3.3 Validation framework 

The AutoSynGrid toolkit automatically examines the generated cases in every module to 

assure the accuracy of implementation; however, we developed a systematic validation framework 

to provide an option for the user to run the validation process individually. This supports the 
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confidence that the generated synthetic case does not provide any misleading information in case 

of further simulations and studies based on the created synthetic cases. The selected metrics for 

the validation process have been observed from set of realistic power grids including IEEE test 

cases, PEGASE systems that represent some European nation’s grids at different levels of network 

reduction, RTE system which is an equivalent of French Grid, and North America power grids 

(FERC data) including WECC, ERCOT, and NYISO systems. All of these cases are available in 

MATPOWER database [151] except FERC data which are not publicly available cases. We have 

categorized the validation metrics to five different categories as topology metrics, electrical 

parameters, state variables, interdependency between topo-parameters and electro-parameters, and 

scaling properties. The AutoSynGrid toolkit examines the generated cases according to these 

metrics to validate their realism. In the next, we introduce the validation metrics and examine the 

sample generated AutoSynGrid cases by these metrics. In addition, we define a new metric to 

measure the closeness of generated synthetic case to the realistic power grids. For each network 

size, 20 synthetic cases have been generated by AutoSynGrid toolkit to examine in this section. 

Moreover, the results are compared with realistic power grids and also ACTIVSg synthetic case 

which are recently introduced in [152]. It should be mentioned that all the AutoSynGrid cases have 

been generated with default settings of toolkit (Reference System: NYISO, Number of Branches: 

Default, Bus Type Entropy: 𝑊0(𝕋), Loading Level: Default, Generation Cost Model: Approach 

A). 

2.3.3.1 Topology metrics 

This category examines the average node degree, algebraic connectivity (𝜆2) and average path 

length (〈𝑙〉) to validate the generated cases. The power grids sparsely connected with known small-

world properties including much shorter average path length and a much higher clustering 
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coefficient, compared to purely random graph networks with similar sizes [50]. Meanwhile, the 

power grids have two main distinctions from small-world networks [51]: their average nodal 

degree is very low (〈𝑘〉 = 2~5) due to their sparsity and it does not scale with network size. 

Secondly, the algebraic connectivity (𝜆2) of power grids has a very special scaling property versus 

the network size. Table 2.2 shows average of these topology metrics we observed from generated 

AutoSynGrid cases and their related valid interval based on realistic power grids. Fig. 2.11 shows 

the average node degree for real and synthetic grids which indicates this parameter is independent 

of network size. 

Table 2.2 Topology metrics for generated AutoSynGrid cases 

 AutoSynGrid-500 AutoSynGrid-1000 AutoSynGrid-3000 

(𝑁, 𝑀̅)   (500, 890) (1000, 1830) (3000, 5580) 

〈𝑘〉̅̅ ̅̅      3.5 3.6 3.6 

Valid interval [2-5] [2-5] [2-5] 

〈𝑙〉̅̅ ̅ 6.1 13.1 16.5 

Valid interval [2.5 – 10.5] [8.5 – 17.5] [12 – 20] 

𝜆2̅̅ ̅     0.011 0.008 0.003 

Valid interval [0.004–0.040] [0.002–0.020] [0.0005–0.005] 
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Figure 2.11 Average node degree for real and synthetic grids. 

2.3.3.2 Electrical parameters 

This category includes the 99% rule and line impedances. The generation capacities and loads 

in the real world power systems are investigated in [53] and shown that for both generation 

capacity and load, more than 99% of the generation units/loads follow an exponential distribution 

with about 1% having extremely large capacities falling out of the normal range defined by the 

expected exponential distribution [53]. Figure 2.12 shows the statistical distribution of generation 

capacities in the left side and loads in the right side for the sample generated AutoSynGrid cases. 

The fitting curve is depicted as a dashed line for the distribution function of 𝑃𝑔
𝑀𝑎𝑥 and 𝑃𝐿. The 

straight line in the log plot implies that about 99% of generation capacities and loads in the 

generated synthetic cases tend to follow an exponential distribution function. 
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Figure 2.12 Empirical PDF of generation capacity and loads for the generated 

AutoSynGrid cases 

Studies on line impedances of real power grids showed that the lognormal distribution is suited 

for fitting the line impedances [15]. The empirical PDF of line impedances for the realistic 

reference grids are illustrated in Fig. 2.13 with the lognormal fit distribution as the best fitted 

distribution based on the Kullback-Leibler divergence (𝐷𝐾𝐿) [153]. It is worthy to note that for the 

𝐷𝐾𝐿, smaller values represents a more accurate fit for the empirical PDF of data. Table 2.3 shows 

the average parameters of lognormal normal distribution for line impedances of generated 

AutoSynGrid cases. By increasing the network size the 𝐷𝐾𝐿 of lognormal distribution decrease. In 

fact, for the large network size the number of samples to fit the distribution is large, therefore the 

fitted distribution will be more close to the original one with smaller 𝐷𝐾𝐿. 

99% 99% 

99% 99% 
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Figure 2.13 Empirical PDF and fitted distribution of line impedance for the realistic reference systems and 

generated AutoSynGrid cases 

 

Table 2.3 Lognormal distribution fit of line impedance for AutoSynGrid cases 

 𝝁̅ 𝝈̅ 𝑫𝑲𝑳̅̅ ̅̅ ̅ 

AutoSynGrid-100 -2.44 2.34 0.81 

AutoSynGrid-250 -2.44 1.97 0.43 

AutoSynGrid-500 -2.35 1.89 0.12 

AutoSynGrid-1000 -2.37 1.98 0.04 

AutoSynGrid-2000 -2.35 1.98 0.03 

AutoSynGrid-3000 -2.37 2.01 0.03 

2.3.3.3 State variables 

In this subsection, two state variables of power systems i.e. absolute branch phase angle 

difference and flow distributions are considered. It is found that for the real-world power grids the 

branch phase angle difference follows exponential distribution with small mean value between 

2.34 and 2.36 degree (Fig. 2.14.a). As we can see, the 𝐷𝐾𝐿 value for the ERCOT is higher than the 

other two reference systems. It is found that although the exponential distribution does not fit 
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perfectly for the ERCOT similar to the NYISO and WECC systems, it is the best fit in comparison 

with other distributions such as lognormal, generalized extreme value, and t-location scale. In 

addition, our studies on flow distribution have shown that the statistical distribution of flow 

distribution within a power grid based on realistic power grids data follows an exponential 

distribution with different mean values based on system loading level (Fig. 2.13.b). Table 2.4 

shows the average distributions parameters of absolute branch phase angle difference and flow 

distribution for sample generated AutoSynGrid cases. For all generated AutoSynGrid cases 

absolute branch phase angle difference and flow distribution follow exponential distribution with 

acceptable DKL. 

 

 

 

Figure 2.14 Empirical PDF and fitted distribution of a) branch phase angle difference and b) flow distribution for 

the realistic power systems 

 

Table 2.4  Exponential distribution fit of branch phases angles difference and flow distribution for 

AutoSynGrid cases 

 Branch phase angle difference Flow 

𝝁̅(°) 𝑫𝑲𝑳̅̅ ̅̅ ̅ 𝝁̅(𝑴𝑾) 𝑫𝑲𝑳̅̅ ̅̅ ̅ 

AutoSynGrid-100 2.86 0.86 133.63 0.92 

AutoSynGrid-250 3.43 0.48 145.37 0.20 

AutoSynGrid-500 3.55 0.33 112.75 0.13 
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AutoSynGrid-1000 4.02 0.28 101.14 0.09 

AutoSynGrid-2000 4.26 0.15 109.59 0.08 

AutoSynGrid-3000 4.29 0.11 109.99 0.08 

2.3.3.4 Interdependency 

This category examines the topological and electrical interdependencies of generated 

synthetic cases. As mentioned, there exist a considerable correlation between the normalized node 

degree of a generation bus and its normalized capacity with a Pearson coefficient of 𝜌(𝑃𝐿𝑛 , 𝑘𝑛 ) ∈

[0.1,0.5], for the generation type, load setting, generation dispatch, and transmission line 

capacities, the related Pearson’s coefficients are [0.48, 0.64], [0.3-0.6], [0.15,0.55], and 

[0.35,0.65], respectively. Table 2.5 includes the average Pearson’s coefficients of generated cases 

for the related algorithms, which validates the accuracy of assignments in each algorithm. 

Table 2.5 Average Pearson’s coefficients of generated 

 AutoSynGrid-500 AutoSynGrid-1000 AutoSynGrid-3000 Valid interval 

𝝆(𝑷𝒈𝒏
𝑴𝒂𝒙̅̅ ̅̅ ̅̅ ̅̅ , 𝒌𝒏̅̅̅̅ ) 0.30 0.38 0.40 [0.10 – 0.50] 

𝝆 (𝑷𝒈𝒏
𝑴𝒂𝒙̅̅ ̅̅ ̅̅ ̅̅ , 𝑻𝑷𝒏) 0.48 0.54 0.58 [0.48 – 0.64] 

𝝆(𝑷𝑳𝒏
̅̅ ̅̅ ̅, 𝒌𝒏̅̅̅̅ )  0.42 0.44 0.44 [0.30 – 0.60] 

𝝆 (𝑷𝒈𝒏
𝑴𝒂𝒙̅̅ ̅̅ ̅̅ ̅̅ , 𝜶𝒏) 0.32 0.41 0.46 [0.15 – 0.55] 

𝝆(𝑭𝒍̅,  𝜷𝒍)  0.51 0.55 0.61 [0.35 – 0.65] 

2.3.3.5 Scaling property 

In this subsection, relative distance of correlated bus type assignment, algebraic connectivity, 

average path length, and maximum phase angle difference are examined as scaling property 

metrics. The relative distance of bus type entropy in correlated assignments and randomized 

permutation for power grid networks exhibit a strong dependence on the network size that can be 

mathematically modeled. Fig. 2.15 shows the distance for actual grids and synthetic grids. Figure 

2.16.a and 2.16.b illustrates the algebraic connectivity (𝜆2) and average path length (〈𝑙〉) of 
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generated AutoSynGrid cases in comparison with the realistic power grids. The blue line is the 

fitted curve for the algebraic connectivity of the tested realistic power grids. As we can see, the 

algebraic connectivity and average path length of generated AutoSynGrid cases follow the 

approximated trend of real systems. Maximum phase angle difference of realistic power grids 

along with generated synthetic cases is presented in Fig. 2.17. The solid blue line indicates the 

fitted curve for maximum phase angle difference of realistic power grids.  The maximum phase 

angle difference in the grid increases as the network size increases. It is widely accepted that the 

phase angle difference between two buses can indicate the relative stress across the grid. To have 

a stable operation, the phase angle difference should be relatively small; however, for larger power 

grids we can see that the maximum phase angle difference is larger than 90 degrees. This large 

difference in phase angles comes from the operation of different zones in large power systems. In 

fact, each area in power grid operators with the maximum phase angle difference less than 60 

degrees and the phase shifters between these areas cause the large maximum phase angle difference 

in whole power grid. The maximum phase angle difference of AutoSynGrid cases follow the 

scaling property of realistic power grid. This modelling enables to further studies and extensions 

for the created synthetic case to indicate operation zones, tie lines, and HVDC connection lines.  
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Figure 2.15 Scaling function of relative distance of bus type entropy in random assignment for 

different network sizes. 

 

 

 

Figure 2.16 Scaling property of realistic power grids and generated synthetic cases a) algebraic connectivity 

(𝜆2) b) average path length (〈l〉) 

 

 

Figure 2.17 Maximum phase angle difference of realistic power grids and AutoSynGrid cases. 

2.3.3.6 Synthetic grid realism 
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To measure the closeness of generated synthetic cases to realistic reference systems, we define 

a function representing the realism of generated synthetic grid based on five categories of 

validation metrics that we presented in previous subsections. Consider a family of 𝑁𝑚 validation 

metrics belong to the specific validation category. The family accuracy for the specific validation 

category can be defined as  follows [154]: 

𝑋 = 1 − 
1

𝑛𝑚
∑ (

|𝑥𝑗 − 𝑥𝑗
𝑟𝑒𝑓
|

𝑥𝑗
𝑟𝑒𝑓

)
𝑛𝑚

𝑗=1
 (2.19) 

where 𝑛𝑚 is total number of the metrics belong to the specific category, 𝑥𝑗 is the measured 

metric j for the generated synthetic grid, and  𝑥𝑗
𝑟𝑒𝑓

denotes the actual value of the metric j for the 

realistic reference system. For the metrics with pass/fail status such as average node degree in 

topology metrics, integer numbers of 1 and 0 are considered for pass and fail status, respectively. 

Also for the validation metrics that examine the PDF distributions, in addition to the distribution 

parameters such as mean value and variance, 𝐷𝐾𝐿 is considered to incorporate the fitting accuracy. 

For the scaling metrics, the fitted curves of realistic power grids are assumed as the reference 

value. We defined the closeness factor as the average family accuracy of validation categories: 

𝐶(𝑁) =  
1

𝑛𝑐
∑ 𝑋𝑘
𝑛𝑐
𝑘=1   (2.20) 

where 𝐶(𝑁) is the closeness metric ranging between [0, 1], in which the 𝐶(𝑁) = 1 represents 

the high similarity with reference system. 𝑛𝑐 is total number of the validation categories and 𝑋𝑘 

denotes the family accuracy of validation category of k for generated synthetic case. Figure 2.18.a 

shows the scaling of closeness factor for the generated AutoSynGrid cases with three different 

reference systems. The dashed lines indicate the fitted mean value of generated synthetic cases. 

The closeness factor for the generated synthetics cases with all three reference systems increases 

with increasing the network size. However, the synthetic cases that are generated based on NYISO 
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reference system, have higher closeness factor in comparison with the other generated synthetic 

cases. This can be explained by network size of the reference systems. The network size of NYISO, 

ERCOT, and WECC are 2935, 5633, and 16994, respectively. The size of generated AutoSynGrid 

cases are more close to the NYISO network size. Therefore, it is more feasible to mimic the 

characteristics of a reference system with similar network size than a reference system with higher 

network size difference. It is worthy to note that the goal for the synthetic grid generation is not to 

achieve to 𝐶(𝑁) = 1. In fact, with 𝐶(𝑁) = 1 the generated synthetic case is equal to the reference 

system with same properties and information, which is contradictory with the definition of 

synthetic grids. The closeness factor of generated AutoSynGrid cases, RT-nestedSmallWorld cases 

[51], and random cases is presented in Fig. 2.18.b. The RT-nestedSmallWorld cases, are generated 

using the algorithm presented in [51] and topology of random cases are generated totally random 

with eliminating the islanded cases. Moreover, the bus type assignment, generation and load 

setting, and transmission line capacity assignment are implemented randomly with considering 

some important and well-known properties of NYISO reference systems such as exponential 

generation capacity, lognormal line impedances and the ratio of committed and uncommitted 

generations. We can see that there is a significant difference between the closeness factor of 

AutoSynGrid cases and the two other methods, which verifies the effectiveness of our proposed 

algorithms on synthetic network modeling. Moreover, although the closeness factor of RT-

nestedsmallWorld cases increases slightly with increasing network size, it achieves to its threshold 

equal the 0.4 in larger cases. The threshold for AutoSynGrid cases is equal to the 0.92. It should 

be mentioned that the closeness factor is an approximate measure to indicate how close the 

generated synthetic cases are to the reference system. The objective in synthetic power modelling 

is to generated fictitious grids with same statistical characteristics of actual power grids but with 
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diversified values from actual values. It is clear that a synthetic grid with closeness factor equal to 

1 precisely represents the actual reference system, which may disclose sensitive information 

related to the actual power grid. Therefore, generating a synthetic grid with closeness factor of 1 

is not the goal in synthetic grid modelling. Figures 2.18a and 2.18b show that the size of the 

network has a direct impact on realism of the network in two way. First, by increasing the network 

size it is more feasible to generate synthetic grids with high closeness factor. Second, it is more 

feasible to mimic the characteristics of a reference system with similar network size than a 

reference system with higher network size difference. Moreover, in synthetic grid modelling it is 

important to have different layers of information, i.e. bus types, generation settings, etc. in a 

synthetic grid but it is vital to generate and assign this information in a validated systematic 

approach. And totally random generation and assignment do not result in a acceptable test case. 

 

 

Figure 2.18 Closeness factor a) AutoSynGrids with three different reference systems. B) AutoSynGrid, RT-

nestedSmallWorld, and random cases. 
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2.4 Summary 

In this chapter, we developed two algorithms for transmission line capacity and generation 

cost assignment for synthetic power grids and then we combined all our proposed approaches and 

developed a complete framework to generate synthetic power. The AutoSynGrid toolkit is 

designed based on MATLAB Graphical User Interface (GUI) and it is able to build any number of 

synthetic cases that can be used for a variety of analysis such as Power Flow (PF) and Optimal 

Power Flow (OPF) studies. It allows to select several key characteristics of the generated system, 

such as reference system, loading level, and generation cost model. The generated cases include 

topology, bus type, generation and load setting, transmission line capacities and generation types 

and cost models. The output of the toolkit is exported in the native MATPOWER format allowing 

to use the MATPOWER open-source, steady-state, planning, and analysis package to further 

studies on the generated cases. The “syngrid” function for synthetic power grid generation is also 

developed as a MATLAB package and integrated in MATPOWER toolkit, which is available with 

MATPOWER version 7 or later. In addition, we developed a validation framework, which 

examines the generated synthetic cases based on the metrics introduced in the literature and some 

new validation metrics we have found in the realistic power grids. These metrics are categorized 

into topology metrics, electric parameters, state variables, interdependencies, and scaling 

properties. Moreover, we defined a closeness factor to measure the realism of generated synthetic 

cases and compare with totally random grids. It was found the closeness factor for the generated 

synthetics cases with all three reference systems increases with increasing the network size. It was 

also found that the size of the network has a direct impact on realism of the network in two way. 

First, by increasing the network size it is more feasible to generate synthetic grids with high 

closeness factor. Second, it is more feasible to mimic the characteristics of a reference system with 

similar network size than a reference system with higher network size difference. Moreover, in 
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synthetic grid modelling it is important to have different layers of information, i.e. bus types, 

generation settings, etc. in a synthetic grid but it is vital to generate and assign this information in 

a validated systematic approach. And totally random generation and assignment do not result in a 

acceptable test case. The summary of contribution and comparison with selected works in the 

literature is presented in Table 2.6.  

Table 2.6 Summary of contribution and comparison with selected works in the literature 

 GNLG 

[37] 

ACTIVSg 

[42] 

8-zone 

Grid [43] 

TDNetGen 

[44] 

AutoSynGrid 

(proposed) 

Synthetic topology ✔ ✔ ✔ X ✔ 

Electric parameters Synthetic Synthetic Actual Actual Synthetic 

Network 

(Transmission/Distribution) 

T T T T&D T 

Optimal power flow X ✔ ✔ ✔ ✔ 

User-friendly toolkit X X X ✔ ✔ 

Selective reference system X ✔ X X ✔ 

Generation of test cases Automatic Manual Manual Automatic Automatic 

Number of the cases Infinite Limited Limited Limited Infinite 

Validation framework X ✔ X X ✔ 
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3. Impact assessment framework for distributed PV generation 

3.1 Motivation 

In response to technical, economic and environmental developments, as well as political and 

social initiatives, renewable energies especially distributed solar photovoltaics (PVs), have been 

developing rapidly in the past decade, making solar the fastest growing renewable energy in the 

US [1]. Despite all promising benefits for end-user customers and distribution network operators 

(DNOs) to increase small-scale distributed solar photovoltaic (DPV) generation, the DPV 

installation could cause several negative impacts on distribution networks. The utility distribution 

networks are designed initially for centralized power generation and optimized for unidirectional 

power flow; however, the allocation of DPV systems changes the unidirectional operation of 

distribution networks, leading to some significant issues regarding reliability, stability and power 

quality. For instance, the electric generation from local PV units may exceed the feeder load, cause 

a reverse power flow situation, and confuse the protective relays in the network, which only sense 

unidirectional power flow along the radial connecting topology under normal operating conditions. 

The most common potential concerns caused by solar power include steady-state overvoltage, 

negative impacts on system losses, voltage regulating devices, protection, and voltage fluctuation 

[155]. Therefore, impact assessment is crucial for the deployment of these distributed energy 

resources. The more accurately the impact of high penetration levels of PV generation in 

distribution networks is assessed, the higher the level of PV generation that can be connected to 

the network without risking the system’s operational and the technical limitations. 

Motivated by the drawbacks of available studies in the literature, we propose a scalable and 

detailed impact assessment framework to accurately assess the impacts of DPVs on distribution 

networks. In this section, we perform a full year time-series analysis of DPV installations with a 
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novel synthetic load profile modeling and detailed models of all system components to aid utilities 

and policymakers on quantifying the impacts of different DPV penetration levels. To cater 

uncertainties in DPV installation by customers, a Monte Carlo-based technique is utilized. Solar 

PV installation in the distribution network is not purely random and the location and size of the 

installation depend on many factors. Adequate solar insolation, available rooftop and customer 

decision for size selection, as well as the finance budget and government incentives are the most 

crucial factors for rooftop PV installation. Therefore, to develop a detailed assessment approach, 

we perform a PV potential study to estimate actual DPV installation capacity for the buildings in 

the given distribution network. In addition, we define customer selection factor to mimic customer 

behavior for PV size selection. Moreover, a novel synthetic load modeling is proposed to generate 

daily load profiles for individual building types representing specific load patterns for the studied 

area. In addition to the Monte Carlo-based technique to study random installation, we propose a 

multi-object optimization approach to suggest optimal location and size of aggregated small-scale 

DPVs in the distribution network. The objectives of optimal size and location algorithm are 

minimization of the energy loss, voltage deviation, and voltage fluctuation, in addition to 

elimination of voltage violations and reverse power flow. This allows identifying the outcomes for 

two different DPV deployment policies towards possible strategies to maximize advantages and 

minimize the negative impacts of DPVs and may provide useful guidance for utilities and 

policymakers. In fact, the proposed detailed impact assessment not only provides the more precise 

and accurate results on hosting capacity and high PV penetration impacts, but also provides a 

comparative perception of DPV installation in different penetration ratios. To convey the meaning 

and aim of both proposed approaches, we will call the Monte Carlo-based technique as customer-

based installation and optimized installation as utility-aided installation for the rest of the proposal. 
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3.2 Impact-assessment framework 

In this section, an impact-assessment framework will be developed for DPV integration in a 

distributed network. Two DPV installation schemes, namely, the customer-based and the utility-

aided installations, will be considered. For customer-based installation, a series of Monte Carlo 

experiments will be conducted to model randomly installation of DPVs in the network. Synthetic 

load profile modeling is proposed to generate a load profile for each customer based on building 

type. For utility-aided installation, an optimization model will be utilized to determine the optimal 

size and siting of DPVs in a distribution network subjected to network operation constraints and 

PV generation constraints. The impact assessment will be performed based on the distribution 

network operation parameters such as reverse power flow, voltage fluctuation, voltage deviation, 

and energy loss at different penetration ratios. Comparative study of results may provide 

information on distribution network planning such as recommended installation scheme, expected 

power quality of the network, and required network upgrades to maintain the reliability of the 

system. The flowchart of the developed framework is shown in Fig. 3.1. 

 

Figure 3.1 Flowchart of the developed framework for DPV impact assessment. 

3.2.1 Distribution network modeling 

A systematic approach has been developed to model a distribution network based on its 

geographic location, available public data, and the distribution network electric parameters 
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performing synthetic load modeling and solar insolation potential study. The synthetic load model 

yields yearly with hourly time-step active and reactive power demand data for each building using 

Geographic Information System (GIS) data and Open Energy Information (OpenEI) dataset [156] 

for load profiles of different load sectors (residential, commercial, and industrial). Using available 

solar insolation data, solar power production potential is calculated for all the buildings in the study 

area. Peak load, voltage level, feeder distribution, and electric parameters can be obtained from 

local electric power distribution utility. A flowchart showing the modeling approach is provided 

in Fig 3.2. A local utility network in an urban area with a summer peak load of 23,260 kW and 

1,902 customers by classes of 1429 residential, 379 small commercial, and 76 large 

commercial/industrial is considered as the case study network. It should be noted that in this study, 

commercial buildings with a peak load of less than 200 kW are considered in the small commercial 

category. The specific parts of the distribution network modeling in the proposed framework are 

described in more detail below. 
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Figure 3.2 The flowchart of distribution network modeling. 

Using this base map, we identified a logical alignment of distribution feeders and branch lines 

that could serve all of the buildings in the study area. We then divided the study area into six sub-

areas representing the buildings served by each feeder. The hypothetical distribution feeder 

alignment and corresponding study-area sub-regions are shown in figure below. 
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Figure 3.3 Base map of study area and sub-regions 

In order to approximate the study area served by the sub-station, the geographic information 

systems (GIS) database layers are used to find precise number of buildings and their types. This 

data identified all properties and structures within the surrounding area, including information on 

how those properties are currently used (e.g., as an office, residence, etc.). We drew a preliminary 

study area boundary around the sub-station, and through an iterative process re-drew the boundary 

until it captured a collection of buildings around the sub-station that perfectly matched the sub-

station’s actual customer base. Thus, our model includes the exact same number of residential, 

small commercial, and large-commercial / industrial buildings served by the sub-station, all of 

which lie within a reasonable perimeter of the sub-station itself, many if not most of which are 

presumably served by the sub-station’s distribution feeders. Then we determined the distribution 

of buildings within each sub-area by customer class, as shown in Table 3.1 below. 
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Table 3.1 Distribution of Study Area Buildings by Sub-Area and Customer Class 

Building Type  Area A Area B Area C Area D Area E Area F Total 

Residential 523 9 37 0 45 815 1429 

Small Commercial 19 52 131 13 145 36 396 

Large Comm. / 

Industrial 

3 1 3 3 59 7 76 

Totals 545 62 171 16 249 858 1901 

3.2.2 Synthetic load profile modeling 

Electric load profiles are often highly stochastic; influenced by many different independent 

variables such as environmental, cultural and social characteristic that shape individual customer’s 

load profile in a specific geographical location. It is of fundamental importance to have a detailed 

and precise model of electricity consumption to perform an accurate impact assessment. In our 

proposed framework, types and the precise number of buildings in the study area are derived using 

the GIS information. We develop a synthetic load modeling to generate electricity load profiles 

with hourly time steps for every building holds in the given network. Numerous strategies have 

been developed to model residential, commercial and industrial load consumption [157]–[163]. 

However, most of them [157]–[162] modelled the load consumption based on real telemetry and 

appliance usage patterns mostly for weekly timescale which are not applicable in our study. 

Recently, a methodology to create transmission bus level synthetic load profiles is proposed in 

[163]. Authors utilize normalized template load curves and composition ratio for residential, 

commercial, and industrial (RCI) sectors to create hourly load profiles for a year. However, they 

assign yearly load profiles from a limited number of template load curves in RCI sectors without 

considering their load characteristics, questioning the method’s application for detailed impact 

assessments. Open Energy Information (OpenEI) dataset [164] provides simulated sample profile 

data including three residential building types with low, medium and high load factors and 16 
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commercial building types such as small office, restaurant, primary school, etc. It contains hourly 

energy consumption over a year for cooling, heating, and lightning, etc. All the profiles are tagged 

with TMY3 members, which represent geographic locations with different meteorology. 

Therefore, the load profiles for a specific area can be obtained. However, these data include only 

one sample load profile for each building type. 

The objective in this section is to generate load profiles for individual buildings based on 

sample load profiles provided by the OpenEI dataset for each building type. Therefore, by 

assigning the generated load profile for each building connected to the bus, we can calculate the 

bus level load profiles. Our studies show that the residential and commercial load profiles represent 

daily, weekly, monthly and seasonal patterns. However, the load profiles for industrial sector 

obtained from Oak Ridge National Laboratory [165] exhibit less variation compared to the other 

load types with higher load factor. Figure 3.4 shows the daily and weekly behavior of a residential 

and three commercial load profiles. The load profiles share similar daily trend of an increase in 

load during the daytime and a decrease in load during the evening but have different peak loads 

and daily energy-use patterns. In addition, the weekly trend in the load profiles shows a notable 

difference between weekdays and weekends energy-use patterns. 

  Weekday Weekday 
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Figure 3.4 Daily and weekly behaviors in residential and commercial load profiles 

Figure 3.5 illustrates empirical probability density function (PDF) and fitted distribution of 

peak loads in the weekend and workdays for different load types in the first month of the year. The 

goodness of this fitting is measured with  Kullback-Leibler divergence (𝐷𝐾𝐿) where smaller values 

for the divergence represents a more accurate fit for the imperial PDF if variables [153]. It is 

worthy to note that for the 𝐷𝐾𝐿, smaller values represent a more accurate fit for the empirical PDF 

of data.  The variation in peak loads and notable difference in weekend and workdays load patterns, 

as well as monthly patterns, are used to develop a new algorithm to generate synthetic load profiles. 

Generating load profiles with utilizing monthly pattern instead of seasonal pattern guarantees to 

capture monthly variations as well as seasonal patterns. 

 
 

Weekday Weekday 
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Figure 3.5 Imperial PDF and distribution fit of workdays and weekends in residential and 

commercial buildings 

To generate synthetic load profiles based on sample load profiles, first, the yearly load profiles 

in the OpenEI dataset for each building type are categorized according to the corresponding month 

and weekday. It generates 24 categories including daily load profile templates for each building 

type base on month and workday. These daily load profile templates are used to generate yearly 

synthetic load profiles for individual buildings. For each day, based on the corresponding building 

type, weekday, and month, one of the multiple load templates in the category is randomly assigned. 

Next, the assigned load profile is scaled using the fitted distributions, which are extracted for all 

the building types. Generated synthetic load profile for a residential building as well as the original 

residential load profile is presented in Fig. 3.6. It can be seen that both synthetic and original load 

profiles experience their maximum during the summer and the minimums during the spring. In 

addition, the range exhibited in the synthetic load profile is similar to the original one where 

warmer seasons exhibit ranges larger than the colder seasons. Note that since the objective of 

synthetic load profile modeling e is to generate load patterns with similar characteristics and not a 

replication of the original load profiles, it is not necessary for synthetic load profiles to exactly 

match with the original ones. However, sufficient metrics should be utilized to validate the 

accuracy of method to generate synthetic load profiles. 
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Figure 3.6 The original and synthetic load profile of a residential building. 

One of the metrics to validate the accuracy of synthetic load modeling is major frequencies 

[163]. To compare periodic characteristics of generated synthetic load profiles with original load 

profiles, fast Fourier transformation (FFT) is presented in Fig. 3.7 for a residential and three 

commercial buildings. For all the building types, the synthetic load profiles and original ones both 

peak at the same major frequencies. Major frequencies include those of daily, weekly, and twelve-

hour periods, which validate that these patterns are presented in the simulated data. For instance, 

the original residential load profile has major frequencies in daily and twelve-hour period and the 

synthetic load profile peaks at those frequencies with slightly different magnitude. 
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Figure 3.7 Frequency response of original and synthetic load profiles. 

Occupied bandwidth (OBW) is another metric to validate the accuracy of the proposed method 

[166]. It is calculated using the power spectrum of the given time series signal. The power spectrum 

( )
xx

S f  of a time series ( )x t describes the distribution of frequency components composing that 

signal. The power spectral density (PSD) spectral density describes how the power of a signal or 

a time series is distributed with frequency. The spectrum of physical processes often contains 

essential information about the nature of them. One particular information that can be useful for 

our purpose is the OBW of the signal. The mathematical representation of PSD can be expressed 

by (31): 

𝑆𝑥𝑥(𝜔) =  |𝑥̂(𝜔)|
2 = ∫ 𝑅𝑥𝑥(𝜏)𝑒

−𝑗𝜔𝜏𝑑𝜏 = 𝑅̂𝑥𝑥(𝜔)
∞

−∞

 (3.1) 

where 𝑥̂(𝜔) is Fourier transform of the signal and 𝑅𝑥𝑥(𝜏) is the autocorrelation function which 

describes the correlation between values of the process at different times, as a function of time lag. 

In this study, the 99% OBW is examined for both synthetic and original load profiles. The OBW 

is the bandwidth containing 99% of the total integrated power in the spectrum. Figure 3.8 shows 

PSD and the 99% OBW of original and synthetic load profiles of a residential and three different 

commercial buildings. Note that, to exclude zero frequency in 99% OBW calculation, we subtract 

the mean value of time series load profiles. For all the generated synthetic load profiles, the 99% 

OBW is approximately equal to the original one, validating the proposed method for generating 

synthetic load profiles. 
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Figure 3.8  PSD and 99% OBW of synthetic and original load profiles for different building types. 

The GIS analysis provides precise information on the number and type of the buildings 

connected to the bus in the distribution network. Once the load profiles for each building are 

generated, the bus level load profiles will be calculated by aggregating the load profiles of the 

buildings connected to the bus. At the final step, the aggregated load profiles are scaled so the 

generated total peak load of the grid matches the actual peak load provided by the local electricity 

utility. 

3.2.3 Solar insolation potential 

Solar insolation potential is determined using light detection and ranging (LiDAR) evaluation 

source data. It starts with the geographical analysis of the study area by the GIS module that 

evaluates rooftops and their capacities for PV installations. LiDAR data is used as an input to the 

ArcGIS software to generate the Digital Evaluation Model (DEM). By applying spatial analyst 

tools (solar radiation, slope, and aspect), the GIS module generates the average solar insolation of 

all the building rooftops as an output. It should be mentioned that simply aggregating the average 

insolation for entire buildings in the study area would underestimate the potential of PV generation 
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potential, as in the real world, PV systems are only placed in suitable locations that will receive 

adequate insolation to maximize their cost-effectiveness. Therefore, a minimum average solar 

insolation is set to exclude low solar insolation buildings. For instance, Fig. 3.9 shows a grouping 

of residential apartments in the study area, sorted by the percentage of rooftop area that receives 

above-average annual solar insolation. Only the buildings in red – each of which has a largely 

unshaded flat or south-facing rooftop – were designated as solar-ready in our model. 

 

Figure 3.9 Solar insolation density in study area buildings 

To estimate the potential capacity of the distribution network to install DPVs, it is assumed 

that DPV could only be installed on rooftops of the buildings that had high concentrations of the 

rooftop surface area receiving above-average annual solar insolation. We will call these buildings 

as solar-ready buildings for the rest of this study. This implies that 510 of the residential buildings 

(36%), 119 of the small commercial buildings (30%), and 26 of the large commercial and industrial 

buildings (34%) would become eligible for PV installations. Aggregating the potential PV 

generation from every solar-ready building, we may determine the total solar power in the studied 

substation area. It is found that the total potential PV generated power of 16,280 kW is equal to 
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70% of the total area peak load.  The potential annual energy production from PV generation is 

21,137 MWh, equal to 18% of the area’s annual energy demand of 114,758 MWh. Considering 

the geographic location of solar-ready buildings, we are able to allocate them to a number of buses 

in the developed distribution network which are potentially ready for a DPV installation. 

Consequently, 50 solar ready buses will be considered in the distribution network. Maximum 

capacity to DPV installation at each bus is derived based on the number of solar-ready buildings 

connected to the bus and their potential DPV capacity. More details on the solar insolation potential 

can be found in [167]. 

3.3 Problem formulation and methodology of analyses 

Two main assessments are considered in the proposed framework to examine the impacts of 

DPV installation on the distribution network. First, a stochastic Monte Caro-based approach is 

performed to model customer-based installations and mimic customer decision on DPV 

installation for different DPV penetration ratios. Then, to model utility-aided installation, an 

optimization problem is solved to determine the optimal placement and sizing of aggregated PV 

systems that minimize power loss, voltage deviation, and voltage fluctuation. The objective 

function is subject to distributed PV constraints and operational constraints of a distribution 

network, such as avoiding reverse power flow in the network. In this study, the DPV penetration 

ratio is defined based on substation peak load and is as follows 

𝛾(%) =
∑ 𝑃𝑃𝑉𝑖

𝑚𝑎𝑥𝑁
𝑖=1

max(∑ 𝑃𝐿𝑜𝑎𝑑𝑡
𝑇
𝑡=1 )

∗ 100 (3.2) 

where 𝑃𝑃𝑉 and 𝑃𝐿𝑜𝑎𝑑 are PV panel output power (kW) and electrical load demand (kW), 

respectively. Total real energy loss of radial distribution system can be calculated as [168] 
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𝐸𝑙𝑜𝑠𝑠 = ∑ ∑ |𝑖𝐿
𝑡 |2𝐿

𝑙=1
𝑇
𝑡=1 𝑅𝐿  (3.3) 

where 𝑖𝐿
𝑡  is the current flowing through line L at time t and 𝑅𝐿 is resistance of line L. To examine 

the voltage quality across the network we utilize two metrics, voltage deviation (𝑉𝐷) and voltage 

fluctuation (𝑉𝐹) as follow. 

𝑉𝐷 =
1

𝑇×𝑁
∑ ∑ |𝑉𝑖

𝑡 − 1|𝑁
𝑖=1

𝑇
𝑡=1   (3.4) 

  𝑉𝐹 = √
1

𝑇×𝑁
∑ ∑ (𝑉𝑖

𝑡 − 𝑉̅)2𝑁
𝑖=1

𝑇
𝑡=1  

(3.5) 

where 𝑉𝑖
𝑡 indicates the voltage of bus i at time t and 𝑉̅ =

1

𝑇𝑁
∑ ∑ 𝑉𝑖

𝑡𝑁
𝑖=1

𝑇
𝑡=1  is average voltage in the 

network. 

3.3.1 Customer behavior modeling 

The customer-based integration modeling consists of random siting and sizing of DPVs, 

which simulate customer decisions on DPV installation and size selection. With each selected set 

of location and size of DPVs, the hourly profile of PV generations over a year will be calculated 

accordingly and fed into the AC power flow model to determine the system state variables such as 

the bus voltage magnitude and the phase angle and calculate the energy loss, voltage deviation and 

reverse power flow. A set of Monte Carlo experiments designed to evaluate the impacts of 

randomized PV installation on the operation of the distribution network. The flow chart of the 

simulations is depicted in Fig. 3.10. For each number of solar ready buses (S), 𝑁𝑠
𝑚𝑎𝑥  random 

installations are generated. In selection of locations for DPV installation, we will select locations 

from the predefined solar-ready buses in the system. This step generates a binary decision vector 

= [0/1, . . . ,0/1]1×50 , where 1 represents DPV installation and 0 none-PV installation on the 

corresponding solar ready bus, with the constraint of 1𝑇𝑋 = 𝑆. PV size selection factor (β) uses 

the uniform distribution, 𝛽~Uniform[𝛽min, 1], where 𝛽min ≥ 0 is called the customer decision 
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factor (CDF) denoting the willingness of the customer to install the largest possible PV generation 

on the site. After random selecting of locations and PV size selection factor, PV installation sizes 

for all the buses will be determined as ( 𝑍𝑖 = 𝑋𝑖 ∗ 𝑦𝑖 ∗ 𝛽𝑖) where 𝑋𝑖 is binary decision vector, 𝑦𝑖 is 

PV generation potential vector, and 𝛽𝑖 is the size selection vector for experiment i. Furthermore, 

for PV output calculation we use the solar insolation data and the size of the corresponding PV 

installation on the site as the Eq.(12) introduced in [169]. 

𝑃𝑃𝑉 =

𝑉𝑂𝐶
𝑛𝑀𝑃𝑃

𝐾𝑇
𝑞⁄
− ln (

𝑉𝑂𝐶
𝑛𝑀𝑃𝑃

𝐾𝑇
𝑞⁄
+ 0.72)

1 +
𝑉𝑂𝐶

𝑛𝑀𝑃𝑃
𝐾𝑇

𝑞⁄

. 

 (1 −
𝑅𝑠

𝑉𝑂𝐶
𝐼𝑆𝐶
⁄
) . 𝐼𝑆𝐶 (

𝐺

𝐺0
)
𝜎

.
𝑉𝑂𝐶

1+𝜌ln
𝐺0
𝐺

. (
𝑇0

𝑇
)
𝜏

  

(3.6) 

where 𝑛𝑀𝑃𝑃 is the ideality factor at the maximum power point, K is the Boltzmann constant, T is 

the PV module temperature, q is the magnitude of the electron charge. 𝑅𝑠 is the series resistance, 

σ is the factor responsible for all the nonlinear effects that the photocurrent depends on, ρ is a PV 

module technology specific-related dimensionless coefficient, and τ is the factor considering all 

the nonlinear temperature–voltage effects. At the end, after running the daily time-series AC power 

flow analysis utilizing MATPOWER open source toolkit, the solution results (i.e., voltage, power 

loss, and reverse power flow) will be stored for the next-step impact assessments. 
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Figure 3.10 Flow chart of the simulation procedure of Monte Carlo 

experiments for customer behavior modeling. 

In this study, the local solar irradiance profiles have been obtained from [170]. It is worth 

noting that the customer decision factor (CDF) is set to mimic the customer’s decision on the DPV 

size selection. This factor could be related to various parameters such as the finance budget, 

incentives, and economics. With CDF we wish to model the willingness or tendency of customers 

to install high DPV sizes. A larger value of CDF implies a higher possibility for the customer to 

utilize all the potential rooftop area to install the largest possible DPV. 

3.3.2 Optimization problem 

The multi-objective function can be formulated as follows; the minimum of the objective 

functions implies the best sitting and sizing of DPV for minimizing energy loss and enhancing 

loadability and voltage profiles. 

Random selection of S locations for DPV installation 

PV installation threshold for solar ready buses 

Generate the PV size selection factor (β) 

Determine the PV installation size 

Calculate the PV power output 

Time-series AC power flow 
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min
ℒ𝑃𝑉,𝑃𝑃𝑉

𝑚𝑎𝑥
𝑓 = 𝛼1 ∗ 𝐸𝑙𝑜𝑠𝑠 + 𝛼2 ∗ 𝑉𝐷 + 𝛼3 ∗ 𝑉𝐹 (3.7) 

                  Subject to: 

𝑓(𝑃𝐿 , 𝑃𝑃𝑉, 𝑉|𝑌𝑏𝑢𝑠) = 0 

(3.8) 

𝑖 = ℎ(𝑉|𝑌𝑏𝑢𝑠) (3.9) 

𝑃𝑃𝑉(𝑡) = 𝑔(𝑃𝑃𝑉
𝑚𝑎𝑥 , 𝐼(𝑡)) (3.10) 

0 ≤ 𝑃𝑖
𝑚𝑎𝑥 ≤ 𝑃𝑃𝑉,𝑖

𝑚𝑎𝑥̃  (3.11) 

1𝑇𝑃𝑃𝑉
𝑚𝑎𝑥 ≤ 𝛾. 𝑃𝑠𝑢𝑏

𝑚𝑎𝑥  (3.12) 

𝑃𝑖𝑗
𝑡 ≥ 0       ∀ 𝑖 < 𝑗 (3.13) 

0.95 ≤ |𝑉𝑖| ≤ 1.05 (3.14) 

where ℒ𝑃𝑉 = [ℓ1, ℓ2, … , ℓ𝑛]
𝑇  ℓ𝑖 ∈ {0,1} is DPV location vector and 𝛼1−3 are the chosen 

weighting factors for weighted-sum multi-objective optimization. Higher minimization priority is 

assigned a larger weighting coefficient. 𝑃𝑃𝑉
𝑚𝑎𝑥 = [𝑃1

𝑃𝑉 , 𝑃2
𝑃𝑉 , … , 𝑃𝑛

𝑃𝑉] is DPV maximum capacity 

vector,  𝑌𝑏𝑢𝑠 is network admittance matrix, 𝑖 is vector of bus injected current, 𝑉 is bus voltage 

vector, 𝐼(𝑡) is solar irradiance at time t, 𝑃𝑃𝑉,𝑖
𝑚𝑎𝑥̃is PV installation limit for bus i derived from solar 

data analysis, and 𝑃𝑖𝑗
𝑡  is active power flowing from bus i to j at time t, L is the number of lines, n 

is the total number of buses, and 𝑃𝑠𝑢𝑏
𝑚𝑎𝑥 is defined as substation peak load. Note that Eqs. (38) and 

(39) are network constraints enforced by AC power flow including power balance and network 

operation constraints, respectively. And Eqs. (40-42) are installation constraints of DPV. 

3.3.3 Improved Particle Swarm Optimization (IPSO) 

Particle swarm optimization (PSO) algorithm is a heuristic optimization technique first 

developed in 1995 by Kenndy and Eberhart [10]. It solves the problem by generating random 

called a swarm, consisting of individuals as particles. Each particle, representing a potential 
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solution of the optimization problem, flies through an N-dimensional search space at a random 

velocity and updates its position based on its own best exploration, best swarm global experience, 

and its previous velocity vector according to the following equations: 

{
𝑣𝑖
𝑘+1 = 𝜅𝑣𝑖

𝑘 + 𝑐1𝑟1(pbesti
k − 𝑥𝑖

𝑘) + 𝑐2𝑟2(gbest
𝑘 − 𝑥𝑖

𝑘)

𝑥𝑖
𝑘+1 = 𝑥𝑖

𝑘 + 𝑣𝑖
𝑘+1                                                                      

 
(3.15) 

where 𝜅 is inertia weight, 𝑐1 and 𝑐2 are acceleration constants, 𝑟1 and 𝑟2 are two random numbers 

in the range of [0, 1], pbesti
k is the best position particle achieved based on its own experience, 

and gbest𝑘 is the best particle position based on overall experience swarm. In order to improve 

the efficiency and accuracy, a linearly decreasing inertia weight from maximum 𝜅𝑚𝑎𝑥 value to 

minimum 𝜅𝑚𝑖𝑛 is applied to update the inertia weight [171]. 

𝜅𝑘 = 𝜅𝑚𝑎𝑥 −
𝜅𝑚𝑎𝑥 − 𝜅𝑚𝑖𝑛

𝑘𝑚𝑎𝑥
. 𝑘 

(3.16) 

where 𝜅𝑚𝑎𝑥 and 𝜅𝑚𝑖𝑛 are the initial and final inertia weights, and 𝑘𝑚𝑎𝑥 is the maximum iteration 

number. 

3.4 Simulation results and discussion 

The proposed impact assessment framework including customer-based random installation 

and utility-aided installation is applied to the given distribution network with annual simulation 

and hourly based resolution in order to examine the impacts of DPVs on the distribution network 

in term of reverse power flow, voltage deviation and fluctuation and energy loss. Then the 

simulation results of utility-aided versus customer-bases installations are presented to compare 

their impacts on the distribution network operations. To generate random DPV installation 

samples, customer decision factor is set to (𝛽min = 0.8), so that the size selection factor (β) is a 

uniform random value between 0.8 and 1.0. This is due to the customers' tendency to cover as 
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much of their local load as possible with PV generated power plus DNO preference for higher PV 

penetration into the grid. In addition, to simulate a sufficient number of Monte Carlo experiments 

to drive definitive conclusions, the 𝑁𝑠
𝑚𝑎𝑥 is set to 60. In the utility-based installation model, a 

multi-objective optimization including minimum energy loss, voltage deviation, and voltage 

fluctuation is executed. Figure 3.11 shows the Pareto-optimal front for different penetration ratios 

(γ). For higher penetration ratio the feasible operation reign is limited by overvoltage and reverse 

power flow constraints; therefore, the distribution of Pareto-optimal set tends to be close to each 

other. This also means that there are few cases that have no voltage violation and reverse power 

flow at higher penetration ratios. Therefore, it is important to understand how to deploy DPVs so 

large penetration ratios can be achieved without voltage violation and reverse power flow. It is 

found that for penetration ratios higher than 50%, the voltage rise and reverse power flow is 

inevitable. Therefore, the optimization algorithm is not able to find an optimal solution. To extract 

the best compromise solution, fuzzy based mechanism [172] is imposed to select one solution for 

each penetration ratio and compare with the customer-based installation. The best compromise 

solutions for different penetration ratios, ranging from 5% to 50% with 5% step is summarized in 

Table 3.2. 
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Figure 3.11 Pareto-optimal fronts of multi-objective optimization for different penetration ratios. 

 

Table 3.2 Best compromise solutions for different penetration ratios 

Penetration ratio [%] Energy loss [MWh] Voltage deviation [p.u.] Voltage fluctuation [p.u.] 

5 3130.21 0.02911 0.01754 

10 2947.33 0.02914 0.01693 

15 2810.49 0.02924 0.01650 

20 2673.52 0.02946 0.01609 

25 2589.95 0.02978 0.01580 

30 2494.20 0.03015 0.01551 

35 2438.23 0.03050 0.01536 

40 2366.88 0.03087 0.01519 

45 2322.51 0.03141 0.01516 

50 2277.28 0.03192 0.01511 

 

3.4.1 Reverse power flow 

Since several protection devices work regarding the direction of power flow, reverse power 

flow could lead protection devices to operate improperly. Besides, when the power flow is 



94 

 

inverted, the voltage at the end is higher than the voltage at the beginning. It will imply a shift in 

controlling and operating the network. Total reverse power flow experienced by feeders in a radial 

distribution network can be calculated as: 

𝐹𝑟
𝑡𝑜𝑡 = ∑ ∑ 𝐹𝑟,𝑙

𝑡𝐿
𝑙=1

𝑇
𝑡=1   (3.17) 

where 𝐹𝑟,𝑙
𝑡  denotes the power flow of line l  that flows at the reverse direction (i.e., feeding 

back toward the substation) at time t.  The utility-based installation finds the optimal size and 

location of DPVs without having reverse power flow; however, for the customer-based installation 

reverse power flow is expected. Figure 3.12 presents the total reverse power flow 𝐹𝑟
𝑡𝑜𝑡  of customer-

based installations in the given distribution network with the average 𝐹𝑟
𝑡𝑜𝑡 depicted as a red solid 

line. Two color codes are considered for monitoring the voltage issues in the simulated customer-

based installation. The “Maximum voltage” in Fig. 3.12.a indicates the maximum voltage that the 

specific installation case experiences in the whole period of study while the “Overvoltage” in Fig. 

3.12.b represents the percent of the total overvoltage incidences happens in the case. It can be 

observed from figures 3.12a and 3.12b that when the penetration ratio increases, the number of 

cases that have reverse power flow increases as well. However, the increasing trend does not grow 

linearly. That is, when the penetration ratio is small, i.e. γ < 30%, there is not a considerable reverse 

power flow in random installations. But after a particular penetration ratio, e.g. γ = 30% in our 

simulated system, a significant rise in the number of cases with reverse power flow issues will 

appear, and more cases will have large magnitudes of 𝐹𝑟
𝑡𝑜𝑡. For higher penetration ratios started 

from 45%, we can see that the network could experience even worse scenarios in case of reverse 

power flow issues. Therefore, it is vital to study the critical point at every distribution network to 

avoid abruptly increasing reverse power flow. In addition, it is observed that the overvoltage has 

a strong correlation with reverse power flow. The higher reverse power flows in the network can 
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induce severe overvoltage in the network. It should be mentioned that due to non-uniform 

distribution of loads in the distribution network, small amount of reverse power flow can get 

canceled out with upstream load with no adverse impact; however, higher reverse power flows 

will affect the voltage regulators, protection relay operation or will cause back-feeding at the 

circuit head. Note that the distribution network we studies has limited tolerance for operating 

normally with reverse power flows as reported in [173]. Therefore, the utility can specify a safety 

threshold for DPV installation using our propose impact assessment framework. When the 

penetration ratio of DPV installation grows beyond this threshold, mitigation actions such as 

equipment upgrades or utility-aided installation of DPVs will become necessary to manage the 

reverse power flow issues. However, using our proposed utility-aided installation, system will not 

need to system upgrades until 50% of penetration ratio.  The average total reverse power flow of 

the given distribution network at each PV penetration level can be estimated by a 4th-degree 

polynomial: 

𝐹𝑟
𝑡𝑜𝑡 = 0.003 ∗ 𝛾4 − 0.30 ∗ 𝛾3 + 8.25 ∗ 𝛾2 − 75.71 ∗ 𝛾 + 0.18   (3.18) 

This can help DNOs to predict possible reverse power flow in their network in different PV 

penetration levels.  
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Figure 3.12 Total reverse power flow of customer-based installations with β_min=0.8. 

To examine the impacts of customer decisions on reverse power flow, different CDFs have 

been considered to see the experienced reverse power flows in the given network. Figure 3.13 

shows the probability of reverse power flow for different penetration ratios with different CDFs. 

It is found that for higher CDFs starting from 𝛽min=0.5 there is not a significant difference in the 

probability of reverse power flow incidence. Considering the fact that high CDFs are more possible 

in real life customer behavior, utilities could have a clear estimation of the probability of reverse 

power flow incidence to set a threshold to control DPV installations. 

 

Figure 3.13 Probability of reverse power flow versus penetration ratio. 

3.4.2 Voltage deviation 

The results for voltage deviation across the whole distribution network obtained from both 

utility-aided and customer-based installations are presented in Figure 3.14. For customer-based 
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installations, the polynomial function for estimation of voltage deviation with respect to 

penetration ratio is found as: 

𝑉𝐷 = −6.5 ∗ 10
−9 ∗ 𝛾3 + 1.1 ∗ 10−6 ∗ 𝛾2 − 2.3 ∗ 10−5 ∗ 𝛾 + 0.029  (3.19) 

For both utility-aided installation and the customer-based installations, the increasing of the 

DPV penetration aggravates the voltage deviation. Even thou at lower penetration ratios utility-

aided installation can maintain the original voltage deviation, starting from 15% of penetration 

ratio the voltage deviation will increase for both utility-aided and customer-based installation. In 

addition, the maximum voltages indicated in Fig 3.14.a shows that for customer-based installation 

there is no voltage violation for penetration ratios less than 30%. However, for penetration ratios 

beyond 30%, we can see cases with overvoltage problems. Therefore, a safe range of penetration 

ratio can be suggested for freely customer-based installation without voltage violation. It can be 

concluded that increasing the installation of DPVs in the network has negative impact on voltage 

deviation. Increasing the DPV installation increases the voltage deviation. However, by optimal 

installation at lower penetration ratios i.e. <15%, we can control the increase in voltage deviation.  

  

Figure 3.14 Voltage deviations of both customer-based and utility-based installations for different penetration ratios 
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3.4.3 Voltage fluctuation 

The results for voltage fluctuation across the whole distribution network obtained from both 

customer-based and utility-aide installations are presented in Figure 3.15. For customer-based 

installations the polynomial function to estimate voltage fluctuation for different penetration ratios 

is derived as: 

𝑉𝐹 = 8.6 ∗ 10
−7 ∗ 𝛾2 − 1.1 ∗ 10−4 ∗ 𝛾 + 0.018  (3.20) 

Figure 3.15 shows that increasing the penetration ratio improves the voltage fluctuation across 

the network in the hourly based simulation; however, voltage fluctuation tends to grow at higher 

penetration ratios starting from 50% pf penetration level. It should be mentioned that the time-step 

resolution of the data and simulation varies based on the type of analysis performed and the 

distributed energy resource studied. Generally, for energy impact analysis and steady-state 

overvoltage studies an hourly resolution is recommended; however, for study of the impacts of 

fast variations in PV generation resulting from cloud shadows the best time-step to capture is 

seconds to minutes [174]. An increasing trend is expected for voltage fluctuation in high resolution 

(seconds) analysis for higher penetration of DPV due to cloud shadows. Although our proposed 

framework is not limited by data resolution and is expandable for high-resolution studies, in our 

study due to the available input data such as hourly load profiles and solar insolation for the given 

distribution network, we studied voltage fluctuation as well as energy loss and voltage deviation 

in hourly time step. In addition, even though the hourly simulation may not capture the high 

fluctuations caused by cloud shadows, it is valid for our study and utility-aided installation since 

the aim is to minimize all the objective functions including voltage fluctuation regardless of data 

resolution. 
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Figure 3.15 Voltage fluctuations of both customer-based and utility-based installations for different penetration 

ratios 

To compare the utility-aided installation with customer-based installation, we define metrics 

to evaluate the improvement of utility-aided installation in comparison with customer-based 

installations. The percent of optimized voltage deviation and fluctuation improvement is defined 

as: 

∆𝑉𝐷 = (𝑉𝐷
𝑟𝑎𝑛𝑑 − 𝑉𝐷

𝑜𝑝𝑡) 𝑉𝐷
𝑟𝑎𝑛𝑑⁄   (3.21) 

∆𝑉𝐹 = (𝑉𝐹
𝑟𝑎𝑛𝑑 − 𝑉𝐹

𝑜𝑝𝑡) 𝑉𝐹
𝑟𝑎𝑛𝑑⁄   (3.22) 

This metrics could provide a clear insight for utilities and policymakers to see if optimization 

of aggregated DPV installation is worthy or not. Figure 3.16 depicts the percent of optimized 

voltage deviation and fluctuation improvement using the box plot method. For the given 

distribution network, the maximum voltage deviation improvement that is possible by optimization 

is 3.2% at 20% of penetration level. This is 7.6% for voltage fluctuation improvement at 20% of 

penetration ratio. By the results presented in Fig. 3.16, utility based on its desired minimum 

improvement in voltage deviation and fluctuation could implement optimal installation of DPVs 

at the specified range of penetration ratio. For instance, for the desired voltage deviation 

improvement more than 1%, the utility should implement optimal installation on DPVs at 

penetration ratios of 15-40%. 
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Figure 3.16 Percent of improvements in utility-aided installation for voltage deviation and voltage 

fluctuation. 

3.4.4 Voltage violation 

Figure 3.17 shows the probability of voltage violation for each bus in case of overvoltage 

problems for customer-based installation. Feeders B and C show zero possibility for voltage 

violation; however, for feeders A and E, there is 1% probability of overvoltage for specific buses. 

On the other hand, feeder F has a higher probability for overvoltage problems. This can be studied 

by considering the energy use pattern in the feeder F. Although feeder F includes both residential 

and commercial buildings, most of the commercial building in the feeder such as restaurants, small 

hotel, and mid-rise apartments share similar energy-use patterns with residential buildings. 

Therefore, feeder F can be considered as a residential feeder. Unlike the general commercial 

energy-use pattern, which has a good correlation with typical PV power profile, residential energy-

use pattern presents a peak value during the nighttime when there is a small or no PV generation 

resulting in surplus PV generation at noon and initiating reverse power flow and voltage rise. The 

most important information to be extracted from Fig. 3.17 is the necessity of equipment updates 

for feeder F to prevent voltage violations in the distribution network. 
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Figure 3.17 Probability of voltage violation in customer-based installation. 

3.4.5 Energy loss 

Figure 3.18 shows the total energy loss of customer-based installations in comparison with 

utility-aided installations. For customer-based installations, the polynomial function to estimate 

the average total energy loss with respect to penetration ratio is as follows: 

𝐸𝑙𝑜𝑠𝑠 = 0.15 ∗ 𝛾
2 − 28.86 ∗ 𝛾 + 3423.12 (3.23) 

It can be seen that by increasing the penetration ratio of DPVs, total energy loss decreases. It 

is generally accepted that increasing penetration ratio of DPVs may increase total energy loss in 

the distribution network for several reasons such as high feeder loadings and lack of local reactive 

power [155]. However, at the given distribution network due to the limitation on maximum DPV 

penetration forced by available rooftop area for PV installation and solar insolation, penetration 

ratio does not reach to the critical penetration level. Moreover, it is found that there is a 

considerable gap between total energy losses of utility-aided and customer-based installation of 

DPVs in the given distribution network, particularly at moderate penetration ratios. 
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Figure 3.18 Percent of optimized voltage deviation and fluctuation improvement 

Similar to voltage deviation, percent of optimized energy loss reduction is defined as 

∆𝐸𝑙𝑜𝑠𝑠 = (𝐸𝑙𝑜𝑠𝑠
𝑟𝑎𝑛𝑑 − 𝐸𝑙𝑜𝑠𝑠

𝑜𝑝𝑡 ) 𝐸𝑙𝑜𝑠𝑠
𝑟𝑎𝑛𝑑⁄  (3.24) 

Figure 3.19 shows the energy loss reduction by using utility-aided installation. As we can see, 

the maximum energy loss reduction of optimized installation in comparison with customer-based 

installation is 11.3% at penetration ratio of 20%. Using utility-aided installation at middle 

penetration ratios (15-35%), the utility could reduce energy loss more than 3% in comparison with 

the customer-based installation. However, at higher penetration ratios there is not a significant 

difference between customer-based and utility-aided installation. 
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Figure 3.19 Improvement in total energy loss reduction by using utility-aided installation. 

3.5 Summary 

In this chapter, we proposed a scalable and detailed impact assessment framework to 

accurately assess the impacts of DPVs on distribution networks. A full year time-series analysis 

of DPV installations with a novel synthetic load profile modeling and detailed models of all system 

components was performed to aid utilities and policymakers on quantifying the impacts of 

different DPV penetration levels. To cater uncertainties in DPV installation by customers, a Monte 

Carlo-based technique as utilized. Solar PV installation in the distribution network is not purely 

random and the location and size of the installation depend on many factors. Adequate solar 

insolation, available rooftop and customer decision for size selection, as well as the finance budget 

and government incentives are the most crucial factors for rooftop PV installations. Therefore, to 

develop a detailed assessment approach, we performed a PV potential study to estimate actual 

DPV installation capacity for the buildings in the given distribution network. In addition, the 

customer selection factor was defined to mimic customer behavior for PV size selection. 

Moreover, a novel synthetic load modeling was proposed to generate daily load profiles for 

individual building types representing specific load patterns for the studied area. In addition to the 

Monte Carlo-based technique to study random installation, we proposed a multi-objective 

optimization approach to suggest optimal location and size of aggregated small-scale DPVs in the 
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distribution network. The objectives of optimal size and location algorithm are minimization of 

the energy loss, voltage deviation, and voltage fluctuation, in addition to elimination of voltage 

violations and reverse power flow. This allows identifying the outcomes for two different DPV 

deployment policies towards the possible strategies to maximize advantages and minimize the 

negative impacts of DPVs and may provide useful guidance for utilities and policymakers. In fact, 

the proposed detailed impact assessment not only provides the more precise and accurate results 

on hosting capacity and high PV penetration impacts, but also provides a comparative perception 

of DPV installation in different penetration ratios. It was found that reverse power flow in the 

network rises with increasing the DPV penetration ratio. However, the increasing trend does not 

grow linearly, and there is a significant increase in the number of cases with reverse power flow 

issues beyond a particular penetration ratio e.g. γ = 30%. Comparing the utility-based and 

customer-based DPV installations showed that when the distribution network has a medium 

renewable penetration ratio, 15-30%, an optimal installation will bring significant improvements 

in energy loss reduction, voltage fluctuation, and voltage deviation. However, when the renewable 

integration ratio is low or high, there will be less differences between the types of installation. 

Moreover, it was observed that it is more likely to have a voltage violation in residential feeders. 

Unlike the general commercial energy-use pattern, which has a good correlation with typical PV 

power profile, residential energy-use pattern presents a peak value during the nighttime when there 

is a small or no PV generation resulting in surplus PV generation at noon and initiating reverse 

power flow and voltage rise. It was also found that with customer-based installation in the studied 

network, beyond 30% of DPV penetration the network operator needs necessary upgrades in the 

network to avoid overvoltages and severe reveres power flows. However, by utility-aided 

installation the network can accommodate 50% of DPV penetration without having overvoltages 
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and reverse power flows and need to system upgrades. It is clear that there will be a tradeoff 

between network planning by utilities and costs of network upgrades. Distribution network 

operators can eliminate or postpone system upgrades with interfering in customer decisions in 

DPV installation to minimize system operation and upgrade costs. The summary of contribution 

and comparison with selected works in the literature is presented in Table 3.3. 

Table 3.3 Summary of contribution and comparison with selected works in the literature 

 
G. Carne, et 

al. (2018) 

[62] 

Y. Chen, 

et al. 

(2016)  

[65] 

M. Alturki, et 

al. (2018) 

[66] 

H. Hassanzadeh, et 

al. (2018) [76] 

M. S. Abad, et 

al. (2018) [69] 
 Proposed 

framework 

O
b

je
ct

iv
es

 Voltage 

violations 

X ✔ ✔ ✔ ✔ ✔ 

Reverse 

power flow 
✔ X X X X ✔ 

Energy loss X ✔ ✔ ✔ ✔ ✔ 

Solar potential study X X X X X ✔ 

Detailed customer load 

model 

X X X X X ✔ 

Utility-aided 

installation 
✔ ✔ ✔ ✔ ✔ ✔ 

Customer-based 

installation  

X X X ✔ ✔ ✔ 

Study period Daily Daily Daily Daily Daily Yearly 
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4. Integration of rooftop PVs with demand side management 

4.1 Motivation 

Demand side management (DSM) is one of the important functions in a smart grid that allows 

customers to make informed decisions regarding their energy consumption, and helps the energy 

providers reduce the peak load demand and reshape the load profile and there is a significant scope 

for DSM to contribute in increasing the efficiency and use of system asset. Many studies have 

focused on DSM in recent years [1]. Several studies examined DSM strategies for different energy 

sectors such as residential and commercial [2-7], however, a few studies have examined the DSM 

for both residential and commercial to compare their different impacts in the distribution networks 

[8]. Reference [9] proposed a DSM strategy for three different demands of residential, industrial 

and commercial with a basic system model without considering time-of-use (TOU) prices and 

DERs. The other huge group of studies on DSM, have been focused on programming techniques 

and algorithms to solve the DSM problem using dynamic programming and linear programming 

[10]. However, most of them are for a specific system and are not applicable to practical systems 

that have a large number of controllable devices from several types of devices which have several 

computation patterns and heuristics. The other group of studies examined integration of DSM with 

different new concepts such as smart pricing [11], energy storage [12] and distributed energy 

resources (DERs) [13]. However, a comprehensive practical DSM model including customer 

participation, TOU prices, and multiple load sectors is missing in this group. 

In this section, a decentralized household demand side management is studied in a purely 

residential feeder, which consists of multiple smart homes with schedulable electrical appliances 

and rooftop photovoltaic generation units. Each smart home makes individual appliance 

scheduling to optimize the electric energy cost according to the day-ahead forecast of electricity 
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prices and its willingness for convenience sacrifice. Using the developed simulation model, we 

examine the performance of decentralized DSM and study their impacts on the distribution 

network operation and renewable integration, in terms of utilization efficiency of rooftop PV 

generation, overall voltage deviation, real power loss, and possible reverse power flows. Compared 

with the work in the literature, the contributions of this work include: (1) development of a multi-

household simulation framework to study decentralized DSM in distribution network; (2) the 

proposed DSM optimization model takes into account time-varying electricity prices and rooftop 

PV generation available onsite; (3) every smart home that participates in the DSM program aims 

to reduce its electricity bill with a manageable sacrifice of convenience and comfort; (4) a 

comprehensive comparative study is conducted to examine the impacts of DSM on the system 

operation and distributed renewable integration.  

4.2 DSM for residential feeder with rooftop PVs 

This section describes the decentralized household DSM in a residential distribution network, 

which considers a single residential feeder supplying a small community with 30 residential 

households, as shown in  Fig. 4.1. The time-varying load profile of each household is generated 

by a time-series load modeling [10] we developed using real residential demand data obtained 

from the open-access database (OpenEI). It is assumed that the simulated residential community 

has up to 16 smart homes that participate the decentralized DSM program with their schedulable 

electric appliances. Each smart home will optimize its appliance operation schedule to save 

electricity costs according to the day-ahead pricing forecast, rooftop PV generation (if available) 

with a controlled sacrifice of homeowner’s convenience or comfort. 
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Figure 4.1 System model for the decentralized DSM study: (A) smart household with interruptible 

appliances and rooftop PV; (B) day-ahead electricity price forecast; (C) output power of rooftop PV generation 

In order to study the impacts of decentralized DSM on renewable integration, the proposed 

framework also assumes that each smart household will be given an opportunity to mount a rooftop 

solar PV panel of a rated capacity of 6kW. For the analysis simplicity and without loss of 

generality, we consider all the rooftop PV systems in this small residential community have similar 

solar insolation and produce the same amount of electric power. 

It is worth noting that each smart household has a specific set of flexible electric appliances, 

with different power ratings and operational limits, as shown in Table 4.1. More details on the 

household DSM appliances may be found in [175]. In order to avoid creating additional peak load 

period resulted from the DSM load shifting, each smart home will be given a maximum demand 

(MD) constraint equal to the peak load of its original load profile. 
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Table 4.1 Smart housholds with agreed MD limits 

Household Index 
Bus 

No. 

Interruptible 

Appliance No. 

Uninterruptible 

Appliance No. 
MD(kW) 

1 12 21 7 12.4 

2 14 15 4 15.3 

3 17 17 4 11.8 

4 20 12 4 8.0 

5 3 21 7 12.4 

6 10 15 4 15.3 

7 19 17 4 11.8 

8 29 12 4 8.0 

9 8 21 7 12.4 

10 15 15 4 15.3 

11 22 17 4 11.8 

12 25 12 4 8.0 

13 6 21 7 12.4 

14 16 15 4 15.3 

15 23 17 4 11.8 

16 31 12 4 8.0 

4.2.1 Problem formulation 

The proposed decentralized household DSM model will be implemented at each smart home 

participating in the program individually. It aims to minimize the household’s electricity cost by 

scheduling the on/off status of domestic appliances over the operational periods, considering the 

dynamic electricity prices, locally available PV generation, and the penalty cost of appliance 

operation time-shifting. The penalty cost is included in order to manage the customer 

inconvenience caused by the DSM load shifting. Assume that the proposed demand side 

management program is scheduled day-ahead with 30 min per slot. The decision variables are the 

operational status of appliances 𝑢𝑎(𝑡) over the next 24 hours for each household. 

Three levels of DSM participation will consider the enrollment of 4, 8, and 16 smart homes 

in DSM program respectively. In addition the simulation model will use three penalty prices of 0, 

5, and 10 (¢/kWh) to represent different compensations requested for the sacrifice of convenience. 

After implementation of DSM on selected households final load profiles represent the optimal load 



110 

 

profile of the households are considered to run AC power flow and examine the voltage, power 

loss and power flow across the residential feeder. The impacts of DSM on the residential network 

will be examined with two scenarios: (a) DSM households without PV Installation; and (b) DSM 

households with rooftop PV installation on site. 

The decentralized DSM optimization for each smart building can be defined as below: 

,[u (t)]
  min

a m

m m

e p
C C+  (4.1) 

Subject to:  

𝐶𝑒
𝑚 = ∑ 𝑃𝑙𝑜𝑎𝑑

𝑚 (𝑡) × 𝜋𝑒
𝑇
𝑡 (𝑡)                           (4.2) 

𝐶𝑝
𝑚=  ∑ 𝜋𝑝

𝐴
𝑎,𝑚 . 𝑟𝑎,𝑚.∆𝑇𝑎,𝑚               (4.3) 

 𝑃𝑚𝑙𝑜𝑎𝑑(𝑡) = max ((∑𝑎,𝑚=1
𝐴𝑚 𝑟𝑎,𝑚 × 𝑢𝑎,𝑚(𝑡) −  𝑃

𝑚
𝑝𝑣(𝑡)) , 0) (4.4) 

 

∑ 𝑟𝑎,𝑚 × 𝑢𝑎,𝑚(𝑡)
𝐴𝑚
𝑎,𝑚=1 ≤ 𝑀𝐷𝑚∀𝑎 ∈ 1𝑡𝑜𝐴𝑚       (4.5) 

∑ 𝑢𝑎,𝑚(𝑡) = 𝐷𝑎,𝑚∀𝑎 ∈ 1𝑡𝑜𝐴𝑚
𝑇
𝑡=1          (4.6) 

 𝑢𝑎,𝑚(𝑡) = 0                                      ∀𝑡 <  𝑠𝑎,𝑚  or  ∀𝑡 >  𝑓𝑎,𝑚   (4.7) 

∆𝑇𝑎,𝑚 = 𝟏
𝑇 . |𝑡𝑎,𝑚

𝑠𝑡𝑛𝑒𝑤 − 𝑡𝑎,𝑚
𝑠𝑡𝑜𝑙𝑑|                          ∀𝑎 ∈ {1 𝑡𝑜 𝐴𝑚}            (4.8) 

𝑡𝑎,𝑚
𝑠𝑡𝑛𝑒𝑤 = [𝑡|𝑢𝑎,𝑚

𝑛𝑒𝑤(𝑡) = 1]
1×𝐷𝑎,𝑚

                    ∀𝑎 ∈ {1 𝑡𝑜 𝐴𝑚}                     (4.9) 

𝑡𝑎,𝑚
𝑠𝑡𝑜𝑙𝑑 = [𝑡|𝑢𝑎,𝑚

𝑜𝑙𝑑 (𝑡) = 1]
1×𝐷𝑎,𝑚

                       ∀𝑎 ∈ {1 𝑡𝑜 𝐴𝑚}              (4.10) 

The objective function of (4.1) is to minimize the total cost of  electricity consumption (22) 

and the penalty cost for convenience sacrifice (4.3) for each building, where m is the household’s 

index. 𝑢𝑎,𝑚 represents a binary status of appliance a (0 = off, 1 = on) at building m, with the 

following format [𝒖𝒂,𝒎(𝒕)]𝑨×𝑻. Constraint of (4.4) is assumed to avoid negative electricity cost. 

Because the proposed model assumes that surplus PV generation will be injected into the 
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distribution network without reward. Therefore, the total electricity cost within each time slot 

should be no less than zero as indicated by eq. (4.4). Maximum Demand (MD) constraint is 

considered in (4.5). This specified upper limit is to prevent super-high power demand peak even 

during the hours when day-ahead electricity price is low because the utilities do not want to have 

“new” peak created by the DSM load-shifting or because the distribution feeders have capacity 

constraints. Eq. (4.6) and (4.7) model total operation duration and the allowable turn-on time of 

appliances and Eq. (4.8)-(4.10) specify the original and the new starting point,  𝑡𝑎,𝑚
𝑠𝑡𝑜𝑙𝑑  and 𝑡𝑎,𝑚

𝑠𝑡𝑛𝑒𝑤  

and to calculate load-shifting time for flexible appliances. The penalty cost included in the 

objective function (4.1) means to minimize the electricity cost with manageable sacrifice of load-

shifting inconvenience, to avoid inefficient load shifting that only yields slight electricity cost in 

(𝐶𝑒
𝑚) which is less than the increase in  𝐶𝑝

𝑚 the inconvenience-penalty cost.  

4.2.2 Numerical simulation and results 

Numerical experiments have been conducted to examine the impacts of decentralized 

household DSM program with rooftop PV system on the residential distribution network in terms 

of renewable usage efficiency, voltage deviations, real power loss, and reverse power flow. In the 

first scenario the proposed DSM model is considered without rooftop PV installation on selected 

DSM households and the impact of different DSM penetration level with different penalty prices 

are investigated. In second scenario, DSM households considered to have rooftop PV systems and 

with calculation of optimal load profiles for DSM households, distribution network operation in 

terms of voltage, power loss and reverse power flow is investigated. 

4.2.2.1 Individual Household DSM 
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Figure 4.2 compares the original load profiles (depicted as red solid line) and the DSM 

scheduled profile (depicted as blue bar plots) of smart home #1 under four different conditions 

(with/without onsite PV, and 𝜋𝑝 = 0 or 5 ¢/kWh). The PV output power is depicted as blue dashed 

line. Original load profile indicates two demand peaks: around 7:00 to 9:00 in the morning and 

17:00 to 20:00 in the evening. 

  

  

Figure 4.2 Load profiles of smart household #1 with DSM under four different 

conditions 

As shown in Fig. 4.1, there is a peak price rate during the time of 17:00 to 20:00. Therefore, 

the DSM program without any penalty for load-shifting inconvenience will move all the 

schedulable appliances out of the peak price hours, as shown in the top two subfigures in Fig. 4.2. 

When the onsite rooftop PV is mounted, the appliance load will be first shifted to the time slots 

inside 8:00-16:00 where the PV generation is available hence achieve a renewable usage efficiency 
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of 99.98%. However, if penalty for load-shifting inconvenience is considered, say, with 𝜋𝑝 = 5 

¢/kWh, the shifted load will be concentrated on the boundary next to peak-price hours as 14:00-

16:00, and 20:00-22:00. And this may significantly affect the renewable usage efficiency, causing 

it to drop to 36.55%. 

4.2.2.2 PV utilization efficiency 

PV utilization efficiency (γ) defines the percentage of total PV generation that has been 

consumed by local demands. From Fig. 4.2, it can be seen that a typical load profile of residential 

household has peak loads occurring in the morning or evening hours when there is little or no PV 

generation. However, the commercial load profile usually presents a good time alignment with the 

PV power generation. Figure 4.3 depicts the energy consumption mix of a sample residential 

building (B1) for original load profile and DSM in different penalty prices. For the original load 

profile, the building receives 74% of its energy form the grid and 26% from installed rooftop PV 

system with PV utilization of 66.27%. It is found the proposed DSM without penalty price improvs 

the PV utilization capacity to 98.24%, which also helps to eliminate reverse power flow in the 

system and improve hosting capacity. It is clear that by increasing the penalty price the possibility 

to shift the loads to the PV generation time slots decrease and therefor, share of solar PV in building 

consumption decrees. However, even with higher penalty prices the PV utilization efficiency still 

is higher than the case without DSM implementation.  
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Figure 4.3 Energy consumption mix for a sample residential building (#1) 

 

4.2.2.3 Voltage 

Fig. 4.4 compares the voltage profile at the end of the feeder for different DSM participation 

levels with 𝜋𝑝 = 0 ¢/kWh considering the two scenarios, i.e., with or without PV installation. It is 

found that higher DSM participations will tend to “flatten” the voltage profile (i.e. filling the 

voltage drop valleys) and bring better improvement to voltage fluctuations caused by load 

variations. Besides, during the daytime hours (8:00-16:00) when the rooftop PVs generate power, 

the DSM without penalty for convenience sacrifice will help mitigate overvoltage problem during 

those hours. 
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Figure 4.4 Voltage profile at the end of the feeder for different DSM participation levels (with/without PV 

installation, 𝜋𝑝 = 0). 

Fig. 4.5 compares the voltage profile at the end of the feeder when there are 16 smart homes 

participating in the DSM program with different penalty prices considering the two scenarios, i.e., 

with or without PV installation. Comparing with the results in Fig.3, we may see that higher 

penalty prices such as 𝜋𝑝 = 5 or 10 ¢/kWh will significantly reduce the voltage smoothing effect 

of the DSM program because much fewer flexible appliances will be shifted out from the peak-

price hours.  Besides, during the daytime hours (8:00-16:00) when the rooftop PVs generate power 

and cause overvoltage conditions, the DSM with high penalty for convenience sacrifice cannot 

help much during those hours. 
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Figure 4.5 Voltage profile at the end of the feeder with 16 DSM households with different penalty prices 

 

4.2.2.4 Reverse Power Flow 

Fig. 4.6 presents the power flow distribution across the distribution feeder of the original 

system and with 16 household DSM (𝜋𝑝 = 0), without any PV installation. Obviously, DSM 

participations without high penalty for load shifting inconvenience help smoothing the flow 

distribution. Figure 4.7 shows the power flow distribution across the distribution feeder of the 

original system and with 16 household DSM (𝜋𝑝 = 0 ¢/kWh ), with 16 onsite rooftop PV 

installations. The output power from rooftop PVs may cause reverse flows at some line segments 

at mid-day hours as can be seen from the top subfigure. However, the DSM scheduling may shift 

some appliance usage into those time slots and lessen the reverse flows. 
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Figure 4.6 Power flow across the feeder without PV installation 

 

 



118 

 

 

Figure 4.7 Power flow across the feeder with on-site rooftop PV installations 

4.2.2.5 Real Power Loss 

Fig. 4.8 compares the feeder real power loss experienced at each hour with different DSM 

participation levels with or without PV installation. Clearly, it shows that higher DSM 

participations will more effectively bring down the high energy loss during peak-price hours with 

a little bit increase during the mid-day hours. However, with onsite rooftop PV installations, the 

output PV generated power during the mid-day time will help to get rid of the real-power loss 

caused by DSM load shifting. 
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Figure 4.8 Power loss in the feeder for different DSM participation levels with or without PV installation 

 

4.3 Summary 

In this chapter, we developed a decentralized DSM with multiple residential loads with 

rooftop PV installations. The residential loads considered with different time-varying billing rates 

and different characteristics such as load profile, appliance settings, and customer willingness for 

DSM participation. In addition, rooftop PV systems, TOU electricity prices and different customer 

participation models for both residential and commercial loads were considered to have a more 

practical DSM model. Moreover, a heuristic based evolutionary algorithm that can easily handle 

large number of appliances with different criteria was developed. The performance of 

decentralized DSM scheduling with rooftop PV systems and their impacts on customers and 

distribution network operation, examined in terms of electricity cost savings, renewable utilization 

efficiency, voltage fluctuation, and real power loss. It was found that DSM without high penalty 

for load-shifting inconvenience effectively smooth the load profile, reduce the voltage fluctuations, 

boosts renewable energy consumption, and eliminates the overvoltage and revers power flow 

problems caused by PV generated power during the mid-day. It was found that the PV utilization 

efficiency can be improved from 68% to 98% by utilizing proposed DSM algorithm. However, 

with higher penalty price, i.e. 𝜋𝑝 = 3 ¢/kWh for load shifts the PV utilization efficiency drops to 
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76%. Note that the increasing the PV utilization efficiency results in improving the hosting 

capacity of the network by eliminating backfeed power to the network due to surplus rooftop PV 

generation. As we observed in the previous chapter, the reverse power flow has an strong 

relationship with overvoltage in the system. Therefore minimizing the reverse power flow with 

increasing PV utilization efficiency improves the total husting capacity of the network. The 

summary of contribution and comparison with selected works in the literature is presented in Table 

4.2. 

Table 4.2 Summary of contribution and comparison with selected works in the literature 

 
H. Shakouri, 

et al. (2017) 

[32] 

B. Bahl, et 

al. (2017) 

[87] 

R.-S. Liu, 

et al. 

(2018)  

[90] 

B. 

Lokeshgupta, 

et al. (2018) 

[91] 

K. Di Santo, 

et al. (2018) 

[94] 

 Proposed 

framework 

V
ie

w
p

o
in

t 

Customer ✔ ✔ ✔ X ✔ ✔ 

Network 

operator 
✔ ✔ X ✔ X ✔ 

Smart home control ✔ ✔ ✔ X ✔ ✔ 

Customer 

inconvinence 

X X ✔ X X ✔ 

Renewable energy X X ✔ ✔ ✔ ✔ 

TOU electricity cost  ✔ ✔ ✔ ✔ X ✔ 

PV utilization 

efficiency 

X X X X X ✔ 
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5. Online Virtual Power Plants Control for Inertia Emulation and Fast 

Frequency Response 

As discussed earlier, the ultimate goal of this research is to investigate potential solutions to 

improve HC and install more renewable energies without negative impacts on the power grid. 

Among all different solutions for increasing the HC [24], battery energy storage systems (BESSs) 

have been attracted a great deal of attention in recent years. Although the cost of the BESS is 

steadily decreasing, the main concern is still the initial investment. This chapter, investigates the 

potential of distribution networks with aggregated distributed energy resources (DERs), including 

BESSs, DGs, and flexible loads to provide a fast frequency response to a bulk power system with 

high penetration of renewable energies. 

5.1 Motivation 

Increasing share of the renewable energy resources in the generation mix is resulting in a 

lighter system with low system inertia, leading to jeopardize the power system stability. The major 

issue is a large frequency deviation in case of large disturbance, which requires a fast active power 

(injection) response immediately following frequency event to avoid system collapse. Many 

studies have proposed different approaches to address the lack of inertia which have been discussed 

in section 1.2.4.  

In the most of the studies, the total power system inertia is estimated using the well-known 

swing equation and neglecting the reduction of inertia due to the loss of an unknown synchronous 

generator [176]. However, it is crucial to calculate the precise and more accurate disturbance to 

improve the performance of frequency regulation studies, especially for minimum load shedding. 

Most of the measurement based methods use frequency measurements from after the disturbance 
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to approximate the center of inertia frequency and, as such, the inertia of the tripped generator 

should not be accounted for. However, since the tripped generator is unknown, they consider all 

the generators including tripped generator for estimation of disturbance and system inertia. This 

drawback results in a percentage error in estimation which can threaten the accuracy and 

effectiveness of proposed methods that rely on disturbance estimation such as inertia emulation 

and minimum under frequency load shedding. Therefore, introducing a new method which 

excludes tripped generator for inertia estimation is of importance. On the other hand, a thorough 

search of the relevant literature shows that the potential of virtual power plants (VPP) to participate 

in inertia response and fast frequency response has not been investigated [177], [178]. With a low 

latency communication system, aggregated dispatchable distributed energy resources (DERs) 

including different types of distributed generations and energy storage systems are an ideal 

solution to supplement generation-side capabilities such as fast frequency regulation. 

In this chapter, an inertia emulation framework is developed to investigate the potential of 

aggregated DERs for fast frequency regulation. An online power disturbance estimation is 

proposed by introducing new terms in the swing equation to have an accurate estimation of 

disturbance and system inertia in case of a load/generation imbalance. In addition, a real-time 

optimization framework is developed to control aggregated DERs in a distribution network. It 

guarantees the fast response of DERs in their feasible operation region while satisfying network 

operational constraints. Moreover, VPP participation factor and decentralized inertia control are 

introduced to allocate the active power set-points of VPPs in the power system. 

5.2 Methodology 

The main idea of proposed framework is outlined with respect to the illustrative system in Fig. 

5.1. The objective is to develop a real-time architecture for aggregated DERs of a distribution 
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network in which the active power at the substation,𝑃𝑘
𝑠𝑢𝑏, rapidly track the setpoint 𝑃𝑘,𝑠𝑒𝑡

𝑠𝑢𝑏  to 

provide fast frequency regulation. In this regard, we propose a three-stage framework. First, the 

power system inertia is estimated based on a precise online calculation. Then, a decentralized 

virtual droop control indicates the target value for the corresponding VPP, and finally, a real-time 

optimization algorithm is applied to dispatch individual DERs. 

 

Figure 5.1 Proposed architecture: output powers of VPPs track set points in real-time to provide fast 

frequency response. 

5.2.1 Power system Inertia Estimation 

In general, inertia is defined as the resistance of a physical object to a change in its state of 

motion, including changes in its speed and direction. Applying this definition to a traditional 

electric power system, the physical objects that are in motion are the rotating machinery 

(synchronous generators and turbines, induction generators, etc.) connected to the power system 

and the resistance to the change in rotational speed is expressed by the moment of inertia of their 

rotating mass. The motion of each single generator can be expressed by swing equation [179]. It 

describes the acceleration (deceleration) of the synchronous generator and turbine (prime mover) 

due to any imbalance between mechanical torque (𝜏𝑚) and electromagnetic torque (𝜏𝑒).  
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𝐽
𝑑ω𝑚
𝑑𝑡

= τ𝑚 − τ𝑒 (5.1) 

where J is the combined moment of inertia of the rotating mass (kg.m2) and 𝜔𝑚 is the angular 

velocity of the rotor in mechanical rad/s. Here, both mechanical and electromagnetic torques are 

expressed in N.m. In power system, it is preferred to define inertia constant H = (0.5 J𝜔𝑚0
2 ) 𝑆𝑏⁄ , 

as the rotor kinetic energy stored in rotating mass (W.s) referred to the generator base rating (𝑆𝑏 

in VA) where 𝜔𝑚0 is the rated angular velocity of rotor, in mech. rad/s. The unit of H would be in 

seconds. Expressing the moment of inertia using inertia constant and substituting it into Eq. 5.1 

obtain 

2𝐻
𝑆𝑏
ω𝑚0
2

𝑑ω𝑚
𝑑𝑡

= τ𝑚 − τ𝑒 . (5.2) 

In power system engineering, it is however more common to express this swing equation in power 

instead of torque: therefore, by multiplying both side of Eq. 5.2 by 𝜔𝑚0 , we can have 

2𝐻𝑆𝑏
𝑑

𝑑𝑡
(
ω𝑚
ω𝑚0

) = 2𝐻𝑆𝑏
𝑑

𝑑𝑡
𝜔̅𝑚 = 𝑝𝑚 − 𝑝𝑒 , (5.3) 

where, 𝑝𝑚and 𝑝𝑒 are the mechanical power and electrical power in W, and 𝜔̅𝑚is mechanical speed 

in per-unit. Let us consider a small perturbation around the equilibrium point Eq. (5.3) for a 

synchronous generator due to a power disturbance. 

2𝐻𝑆𝑏
𝑑

𝑑𝑡
(𝜔̅𝑚0 + Δ𝜔̅𝑚0) = (𝑝𝑚0 + Δ𝑝𝑚) − (𝑝𝑒0 + Δ𝑝𝑒), (5.4) 

where the equilibrium point indicated by zero subscript. Since at the equilibrium point the 

generators speed is constant and mechanical power is equal to the electric power, the Eq. (5.4) 

can be rewritten as 
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2𝐻𝑆𝑏
𝑑

𝑑𝑡
(Δ𝜔̅𝑚0) = (Δ𝑝𝑚) − (Δ𝑝𝑒). (5.5) 

Note that we use 
𝑑

𝑑𝑡
(Δ𝜔̅𝑚0) to express the Rate of Change of Frequency (RoCoF) based 

on pre-event equilibrium point and it is equal to the post-event RoCoF, 
𝑑

𝑑𝑡
(Δ𝜔̅𝑚)Let us consider 

a typical power system with n synchronous generators, supplying k electrical loads. In case of 

any power disturbance all the power units can be aggregated into one single unit and the share of 

each on-line generator in meeting the power imbalance depends solely on its inertia and not on 

its electrical distance from the disturbance [180]. Therefore, the Eq. (5.5) can be extended to all 

the generators: 

∑2𝐻𝑖𝑆𝑏,𝑖
𝑑

𝑑𝑡
ω̅𝑚,𝑖 =∑Δ𝑝𝑚,𝑖

𝑛

𝑖=1

−∑Δ𝑝𝑒,𝑖

𝑛

𝑖=1

𝑛

𝑖=1

. (5.6) 

As an approximation in the conventional power imbalance estimation, the left-hand side 

of the Eq. (5.6) can be rewritten in terms of the angular speed of the equivalent center of inertia 

(COI), defined as [181]: 

ω̅𝑚
𝐶𝑜𝐼 =∑2𝐻𝑖𝑆𝑏,𝑖

𝑑

𝑑𝑡
ω̅𝑚,𝑖/∑2𝐻𝑖𝑆𝑏,𝑖

𝑛

𝑖=1

𝑛

𝑖=1

. (5.7) 

Substituting the Eq. (5.6) into the Eq. (5.7) gives 

∑(2𝐻𝑖𝑆𝑏,𝑖)
𝑑

𝑑𝑡
ω̅𝑚
𝐶𝑜𝐼 ≈∑Δ𝑝𝑚,𝑖

𝑛

𝑖=1

−∑Δ𝑝𝑒,𝑖

𝑛

𝑖=1

𝑛

𝑖=1

. (5.8) 

It is worth noting that in the first few seconds following the power disturbance, the mechanical 

power change in the right-hand side of the Eq. (5.8) can be ignored due to the slow-changing 

mechanical power relative to the electric power. Therefore, the active power disturbance can be 

estimated as follows: 
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∑(2𝐻𝑖𝑆𝑏,𝑖)
𝑑

𝑑𝑡
ω̅𝑚
𝐶𝑜𝐼

𝑛

𝑖=1

≈ −∑Δ𝑝𝑒,𝑖

𝑛

𝑖=1

= −𝑝dist. (5.9) 

Equation (5.9) represents the conventional practice to calculate the power disturbance [176]. 

Unfortunately, neglecting the system inertia reduction due to the loss of generator is one of the 

deficiencies in this method. This drawback, results in a percentage error approximately equal to 

the lost power size normalized to the base power of system. In the following an approach is 

proposed to address this deficiency. 

Let us assume a power disturbance caused by tripping a generator. If j-th generator abruptly 

disconnects, the Eq. (5.9) can be rewritten as 

−(∑2𝐻𝑖𝑆𝑏,𝑖

𝑛

𝑖=1

− 2𝐻𝑗𝑆𝑏,𝑗𝑈h (
−𝑑

𝑑𝑡
ω̅𝑚
𝐶𝑜𝐼))

𝑑

𝑑𝑡
ω̅𝑚
𝐶𝑜𝐼 = 𝑝dist, (5.10) 

where 𝑈ℎ(𝑥) is the Heaviside step function with definition of 

𝑈ℎ(𝑥) = {
1      𝑥 > 0
0      𝑥 ≤ 0

 , (5.11) 

whose value is zero for negative arguments (positive frequency deviation) and one for positive 

arguments (negative frequency deviation). Multiplying the Heaviside step function with tripped 

generation components guaranties the generality of swing equation for both positive and negative 

power imbalances. 

It should be mentioned that since the tripped generator is unknown, it is impossible to 

calculate the exact amount of reduced inertia in the Eq. (5.10). To address this obstacle a new 

online method is implemented. The pre-event active power of tripped generator is utilized to 

replace the unknown 𝑆𝑏,𝑗. The pre-event loading level of active power for tripped generator (𝐿𝑗) 

can be calculated as 
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𝐿𝑗 =
𝑝𝑒0 ,𝑗

𝑆𝑏,𝑗
, (5.12) 

where, 𝑝𝑒0,𝑗 is pre-event electrical power of tripped generator. On the other hand, when j-

th generator suddenly disconnects, its generated electric power becomes null in Eq. (5.4) and 

consequently, ∆𝑝𝑒,𝑗 = −𝑝𝑒0,𝑗. Since the system frequency is considered as a global system 

parameter, all the power units can be aggregated into one single unit [182]. Therefore, the 

disturbance power which is equal to the deficit electric power supplied by the rest of the generators 

can be interpreted as: 

∑ Δ𝑝𝑒,𝑖 = −Δ𝑝𝑒,𝑗

𝑛

𝑖=1≠𝑗

= 𝑝𝑒0,𝑗 = 𝑝dist. (5.13) 

And substituting the Eqs. (5.12) and (5.13) into Eq. (5.10) results in: 

−(∑2𝐻𝑖𝑆𝑏,𝑖

𝑛

𝑖=1

− 2𝐻𝑗
𝑝
dist

𝐿𝑗
𝑈h (

−𝑑

𝑑𝑡
ω̅𝑚
𝐶𝑜𝐼))

𝑑

𝑑𝑡
ω̅𝑚
𝐶𝑜𝐼 = 𝑝

dist
. (5.14) 

In Eq. (5.14), disturbance power appears in both left- and right-hand sides, indicating the 

real and estimated values of the power disturbance, respectively. Substituting the real value with 

the estimated one obtains: 

𝑝dist =
−(∑ 2𝐻𝑖𝑆𝑏,𝑖

𝑛
𝑖=1 )

𝑑
𝑑𝑡
ω̅𝑚
𝐶𝑜𝐼

1 −
2𝐻𝑗𝑈ℎ (

−𝑑
𝑑𝑡
ω̅𝑚
𝐶𝑜𝐼)

𝐿𝑗

𝑑
𝑑𝑡
ω̅𝑚
𝐶𝑜𝐼

. 
(5.15) 

Note that in Eq. (5.15), both 𝐻𝑗 and 𝐿𝑗 are unknown. To have a rough but rational initial value 

of inertia constant and loading level of unknown tripped generator, 𝐻𝐻𝑂𝑅 can be selected as inertia 

constant of generator with high rate of outage. Moreover, the loading level of system before 

disturbance 𝐿0,𝑠𝑦𝑠 can be selected as a close approximation for 𝐿𝑗.  
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To accurately estimate the inertia response, considering the impact of loads is vital. In case of 

any disturbance, the disturbed power, i.e, 𝑝𝑑𝑖𝑠𝑡 plus deviation in demand side, i.e.,  ∆𝑝𝐿 is supplied 

by inertia responses on the online synchronous generators. This means: 

𝑝IR = 𝑝dist + Δ𝑝L. (5.16) 

By assuming an efficient voltage control in the entire power system, power deviation of loads 

can be formulated using frequency deviation and load damping constant: 

Δ𝑝L =∑α𝑖

𝑘

𝑖=1

𝑝𝐿0,𝑖∆𝑓𝐿̅,𝑖 . (5.17) 

As mentioned, frequency is a global parameter in the power system, therefore we can estimate 

the per-unit frequency deviation of i-th load, i.e., ∆𝑓𝐿̅,𝑖 with per-unit angular speed of equivalent 

center of inertia, i.e., ∆ω̅𝑚
𝐶𝑜𝐼. By using this approximation and substituting the Eqs. (5.17) and 

(5.15) into Eq. (5.16) we can calculate the total inertia response as: 

𝑝IR =
−(∑ 2𝐻𝑖𝑆𝑏,𝑖

𝑛
𝑖=1 )

𝑑
𝑑𝑡
ω̅𝑚
𝐶𝑜𝐼

1 −
2𝐻𝑗𝑈ℎ (

−𝑑
𝑑𝑡
ω̅𝑚
𝐶𝑜𝐼)

𝐿𝑗

𝑑
𝑑𝑡
ω̅𝑚
𝐶𝑜𝐼

+∑α𝑖

𝑘

𝑖=1

𝑝𝐿0,𝑖∆ω̅𝑚
𝐶𝑜𝐼 

(5.18) 

In the conventional power systems, the power disturbance is supplied by the online 

synchronous generators which initially provide the Inertia response. Following the inertia response 

period, the primary control using governors of generators limits the frequency deviation. 

Therefore, the inertia response estimation should be accomplished before governor’s initiation 

otherwise the right-hand side of the Eq. (5.6) would be unknown. It should be mentioned that in 

practical application, ω̅𝑚
𝐶𝑜𝐼 cannot be calculated since it requires the availability of the measures 

of all synchronous machine rotor speeds. However, with wide-area installations of phasor 

measurement units (PMUs), the online estimation of center of inertia frequency is possible. PMUs 
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provide voltage and current phasors as well as frequency and its rate of change, which are useful 

in power system state estimation studies. Transmission system operators, can install PMUs at 

network buses, and have thus access to the bus frequencies estimated by such PMUs, while the 

rotor speeds of the synchronous machines are not accessible to them. Online estimation methods 

utilize measurements of PMUs along with the models of the synchronous machines and their 

controllers as well as of dynamic loads to estimate center of inertia frequency and rotor speeds of 

synchronous machines [183]. 

5.2.2 Decentralized Inertia Response 

Following the instantaneous estimation of power disturbance and total inertia response, the 

steady-state active power set-points for VPPs must be calculated. Assuming that all the generators 

remain in synchronism, they will slow dawn at approximately the same rate after a few rotor 

swings and each generator will contribute an amount of power proportional to its inertia. The 

contribution of i-th generator in meeting the power disturbance can be calculate by, [184], 

Δ𝑝𝑖 =
𝑀𝑖

∑ 𝑀𝑗
𝑛
𝑗=1

𝑝IR, (5.19) 

where 𝑀𝑖 = 2𝐻𝑖𝑆𝑏,𝑖. In practice the inertia constant (𝐻𝑖) is approximately similar for all the 

synchronous generators except renewable energy power plants which they have zero inertia 

constant. Therefore, the Eq. (5.19) can be rewritten as 

Δ𝑝i ≈
Sb,i

∑ Sb,j
n
j=1

pIR. (5.20) 

To extend the Eq. (5.20) to a power system with v VPPs, we can define a rated power for each 

VPP and add them to the total system generation capacity connected to the system. Therefore, the 

target set-point of inertia response for i-th VPP can be calculated as 
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𝑝set,i
sub =

Sb,i
VPP𝛽𝑖

vpp

∑ Sb,j
n
j=1 + ∑ Sb,l

VPP𝛽𝑙
vppv

l=1

pIR. (5.21) 

where 𝛽𝑖
vpp

 is the VPP participation factor in fast frequency response. The rated power of 

individual VPP with m bus can be obtained by aggregating nominal power of DERs and available 

controllable loads, 

𝑆𝑏,𝑖
VPP =∑(𝑆DG,𝑗

max + 𝑆ESS,𝑗
max + 𝑆L,𝑗

flx)

𝑚

𝑗=1

. (5.22) 

5.2.3 VPP Control 

In this step, the objective is to control VPP to track the set-point with minimum tracking error 

at the substation while enforcing distribution network operational constraints such as voltage 

violation. To this end, we consider following optimization problem: 

min
𝑝,𝑞

𝐷𝑖|𝑝𝑖
𝑠𝑢𝑏(𝑝, 𝑞) − 𝑝𝑠𝑒𝑡,𝑖

𝑠𝑢𝑏 | (5.23a) 

                                        s.t.    

𝑓(𝑝𝑖, 𝑞𝑖, V𝑖|Ybus) = 0 (5.23b) 

𝑝𝑖, 𝑞𝑖 ∈ FOR𝑖 (5.23c) 

0.95 ≤ |V𝑖| ≤ 1.05, (5.23d) 

where 𝐷𝑖 = 1 if the VPP requested to track the set-point and 𝐷𝑖 = 0 otherwise. The constraint 

(5.23b) represents AC power flow equations, constraint (5.23c) indicates feasible operation reign 

of DERs in VPP including DGs and ESSs. And constraint (5.23d) represents voltage constraint. 

The optimization problem with the original power flow equations in (5.23b) is nonlinear. To 

reduce the complexity and decrease the computational time, the sensitivity matrix derived from 

power flow equations is used for the grid voltage calculation. Let us consider am m-bus LV grid 

(VPP) with the following power flow equations at bus k 



131 

 

{
 
 

 
 𝑝𝑘 =∑𝑉𝑘

𝑚

𝑖=1

𝑉𝑖𝑌𝑘𝑖 cos(θ𝑘𝑖 + δ𝑖 − δ𝑘)

𝑞𝑘 = −∑𝑉𝑘

𝑚

𝑖=1

𝑉𝑖𝑌𝑘𝑖 sin(θ𝑘𝑖 + δ𝑖 − δ𝑘)

  , (5.24) 

where p is active power, q is the reactive power, V is the magnitude of bus voltage, δ is the angle 

of bus voltage, Y is the magnitude of 𝑌𝑏𝑢𝑠, and θ is the angle of 𝑌𝑏𝑢𝑠. Expanding these two 

equations in a Taylor series for the initial estimate, and neglecting all higher order terms, results 

in the following set of linear equations [185]: 

[
∆𝑝
∆𝑞
] = |

[
𝜕𝑝

𝜕𝛿
] [

𝜕𝑝

𝜕𝑉
]

[
𝜕𝑞

𝜕𝛿
] [

𝜕𝑞

𝜕𝑉
]

|

⏟        
𝐽𝑎𝑐𝑜𝑏𝑖𝑎𝑛

[
∆𝛿
∆𝑉
]. 

(5.25) 

By solving the Eq. (5.25), the voltage sensitivity matrix can be extracted as follows: 

[
∆𝛿
∆𝑉
] = |

𝑆𝛿𝑝 𝑆𝛿𝑞
𝑆𝑉𝑝 𝑆𝑉𝑞

| [
∆𝑝
∆𝑞
], (5.26) 

where 𝑆𝛿𝑝 and 𝑆𝛿𝑞 are the sensitivities of bus voltage angles to active and reactive powers, 

respectively, and 𝑆𝑉𝑝 and 𝑆𝑉𝑞 are the sensitivities of bus voltage magnitudes. The magnitude of 

voltage at bus k can be calculated using the following equation: 

𝑉𝑘 = 𝑉sub +∑(𝑆Vp,𝑘,𝑖𝑝𝑖 + 𝑆Vq,𝑘,𝑖𝑞𝑖)

𝑚

𝑖=2

, (5.27) 

where 𝑉sub is the voltage magnitude at the substation. Note that in practice the voltage of 

HV/MV substation of distribution networks is kept fixed, usually by on-line tap changer or 

FACTS. therefore we can assume that the 𝑉sub is known and is equal to the 1 p.u. The constraint 
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(5.23c) indicates feasible operation reign of DERs in the VPP. Each DER such as BESS or PV 

systems has its own operational constrains that should be considered in the study. 

5.2.3.1 Battery Energy Storage System 

An ideal BESS can be modeled with following equations [186], 

𝑒𝑖(𝑡) = 𝑒𝑖(𝑡 − 1) − 𝑝ESS,i(𝑡)Δ𝑡 (5.28a) 

𝑐𝑖ζ𝑖
𝑙 ≤ 𝑒𝑖(𝑡) ≤ 𝑐𝑖ζ𝑖

𝑙 (5.28b) 

𝑒𝑖(1) = 𝑒𝑖(𝑡
𝑒), (5.28c) 

where 𝑒(𝑡) is the energy stored in the BESS at time step t, 𝑝ESS(𝑡) and 𝑞ESS(𝑡)are the active and 

reactive power outputs of the BESS at time t, Δ𝑡 is the time step length, ζ𝑙 and ζ𝑢 are the maximum 

and minimum allowed SoE levels of the BESS. c and 𝑆ESS are the reservoir capacity and power 

rating of the ESS. And finally, 𝑡𝑒  is the last time step of the day. Equation (5.28a) represents the 

SoE equation of the ESS. It implies that the amount of stored energy in the BESS reservoir at time 

t depends on its SoE in the previous time step and the net energy injected/extracted from it. The 

maximum and minimum SoE limits are modeled by (5.28b). Equation (5.28c) implies that the 

energy stored in the ESSs at the end of the day have to be identical to its initial value. 

5.2.3.2 Distributed Generations 

Distributed generators must operate in their feasible operation region. In this regard maximum 

and minimum power output of DGs should be considered in the VPP optimization. 

𝑝DG,𝑖
min ≤ 𝑝DG,𝑖 ≤ 𝑝DG,𝑖

max (5.29a) 

𝑞DG,𝑖
min ≤ 𝑞DG,𝑖 ≤ 𝑞DG,𝑖

max (5.29b) 

where 𝑝DG,𝑖
min  and 𝑝DG,𝑖

max are minimum and maximum active power, and 𝑞DG,𝑖
min  and 𝑞DG,𝑖

max are minimum 

and maximum reactive power output of i-th DG, respectively.  



133 

 

5.2.3.3 Flexible Loads 

Load models are categorized into two groups of flexible and non-flexible loads. It is assumed 

that the flexible loads can participate in inertia emulation and fast frequency response based on 

their participation factor, 𝜌. Demand response constraints of VPP are formulated as [187] 

𝑝L,𝑖 = 𝑝L0,𝑖𝜌𝑖 (5.29a) 

𝑞L,𝑖 = 𝑞L0,𝑖𝜌𝑖 (5.29b) 

(1 − 𝜌𝑖
𝑚𝑖𝑛𝛬𝑖) ≤ 𝜌𝑖 ≤ (1 − 𝜌𝑖

𝑚𝑎𝑥𝛬𝑖) (5.29c) 

where 𝑝L0,𝑖/𝑞L0,𝑖 and 𝑝L,𝑖/𝑞L,𝑖 indicate the original and modified active/reactive of load i with 

demand response perturbation. 𝜌𝑖 donates variable for changing the load in Eqs. (5.29a) and 

(5.29b). The constraint (5.29c) models the flexibility degree of load in fast frequency response.  

𝜌𝑖
𝑚𝑖𝑛 and 𝜌𝑖

𝑚𝑎𝑥 specify the maximum possible decrease and decrease of load in bus i. 𝛬𝑖 is binary 

variable which indicates the participation status of load i. If 𝛬𝑖 = 0 then the load i does not 

participate in demand response program and vice versa.  

For all DERs including BESSs and DGs, two performance parameters in terms of delay in 

operation time and time taken to ramp to full power can be considered [188]. The power response 

of DERs can be approximated with a ramp in power as shown in the Fig. 5.2. The delay time and 

ramp time is different for different technologies. Among them, BESSs have smaller delay and 

ramp time, making them as one of the fast response DERs.    
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Figure 5.2 Plot of DERs response, displaying start time, delay time and ramp time. 

 

5.2.4 Proposed Framework 

Figure 5.3 shows the proposed online architecture to provide fast frequency regulation using 

aggregated DERs in distribution networks. The framework includes three main stages of inertia 

estimation, inertia allocation, and VPPs optimization to provide the required fast frequency 

response. The red dashed box in the framework is considered to act as a disturbance detector. The 

first three blocks of framework are considered to act as disturbance detector. It examines the 

angular speed of the equivalent center of inertia with time steps equal to the PMUs measurement 

rate which is equal to 50 frames per second. The inertia response will be triggered if RoCoF 

exceeds 100 mHz per second for a time period of delay time. The time constant 𝑇𝑐 is added to 

consider communication delay and operation limits of phasor measurement unit (PMU). 

According to the IEEE Std. C37.118, PMUs are devices that provide an estimation of the voltage 

and current synchrophasors, frequency and RoCoF, all based on the common coordinated universal 
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time reference [189]. A simple and consistent method to estimate frequency is through the phasor 

time derivation [190]. However, it yields implausible spike in the frequency when voltage angle 

abruptly jumps due to the electrical transients such as loss of generation events or numerical 

derivation. This may induce instabilities if the control actions are taken based on it. Averaging 

over several phase angle samples is used as a simple solution to mitigate undesirable transients’ 

effect, which results in a delay in the frequency estimation [136]. Moreover, in PMU-based 

WAMS applications, phasor data concentrator (PDC) reporting latency is one of the main design 

parameters. The PDC reporting latency is composed by the PMU reporting latency, the 

communication network latency and the PDC latency. Once the disturbance is detected, the total 

required inertia response will be calculated using Eq. (5.18) in corresponding block. {The time 

delay of  𝑇𝑝 is assumed for corresponding delay in inertia estimation block. The next stage is 

calculating target setpoints (𝑝𝑠𝑒𝑡
𝑠𝑢𝑏) for every VPP using Eq. (5.21) based on the data provided by 

all the aggregators (VPPs) with time delay of 𝑇𝑠 and calculated total inertia response. Next, all the 

aggregators will receive their target setpoint (𝑝𝑠𝑒𝑡
𝑠𝑢𝑏) with their corresponding communication delay, 

𝑇𝑎, to optimize their operation dispatch individual DERs to track the commanded target setpoint.  
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Figure 5.3 Plot of DERs response, displaying start time, delay time and ramp time. 

5.3 Numerical results 

In this section, the effectiveness of the proposed framework is examined using both IEEE 

standard cases and AutoSynGrid synthetic cases. In the first scenario the modified IEEE 24-bus 

system is utilized as transmission network to study the performance of the approach and compare 

with available studies in the literature. For the second scenario we have utilized synthetic cases to 

ensure that the proposed framework is applicable to large-scale power grids.   

5.3.1 IEEE test case 

The single line diagram of the modified IEEE 24-bus system is depicted in Fig. 5.4. The 

maximum generation capacity and total peak load are 2500 MW and 1646 MW, respectively. 

Conventional synchronous generators are replaced by renewable energy power plants to achieve 

different penetration levels of renewable energies. The penetration ratio of renewable energies is 

defined as 𝛾 =
∑𝑃𝐺,𝑅𝐸𝑆

𝑚𝑎𝑥

∑𝑃𝐺,𝑡𝑜𝑡
𝑚𝑎𝑥  , where ∑𝑃𝐺,𝑅𝐸𝑆

𝑚𝑎𝑥  is the total renewable generation capacity and ∑𝑃𝐺,𝑡𝑜𝑡
𝑚𝑎𝑥   is 

the total grid generation capacity. By replacing more conventional generators from the original 
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setting of the network with renewable energy power plants in addition to those already installed, 

𝛾 is increased to investigate the impacts of higher renewable energy penetration on grid frequency 

response. To examine the loss of generation event, the generator at bus 13 (G13) with 𝑃𝐺13 =

200 𝑀𝑊 is tripped off from the grid at t = 1 s in all cases, resulting in a severe frequency decline 

due to the transient power imbalance and reduced system inertia. Moreover, the VPP is modeled 

based on the augmented IEEE 69-bus system used in [191], including BESS, DGs and flexible 

loads. It is considered that every load in the transmission network is able to perform as VPP with 

a maximum capacity equal to 50% of its load. It is assumed that the BESSs, DGs, and flexible 

loads compose 60%, 30%, and 10% of VPPs maximum capacity, respectively. It is also assumed 

that the ramp time of BESSs and DGs are 26 and 5000 milliseconds, respectively. Moreover, the 

delay times are considered as 5 and 500 milliseconds for BESSs and DGs, respectively [192]. Note 

that since on/off status is considered for flexible loads, it is also assumed that they will operate 

simultaneously after time delay of 𝑇𝑎 , without any time delay and ramp time. It is also assumed 

that the participation factor for all the VPPs, 𝛽vpp, is equal to 1. The nominal frequency of the 

system is 60 Hz and the simulation system is developed using Python and PSS/E software. 
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Figure 5.4 Single-line diagram of modified IEEE 24-bus system. 

As normal inertia control condition, the test system operates without VPP participation. Figure 

5.5 shows the frequency response of the system without VPP control subjected to the loss of 

generator G13 for different RES penetration ratios. It is assumed that the RES units do not deliver 

any frequency support. It can clearly be seen that the reduction of synchronous inertia, 

corresponding to a higher share of RES generation, increases the RoCoF and decreases the nadir 

frequency. This increased RoCoF can be considered as one of the main barriers to operate a system 

with low inertia in a safe and reliable way. It not only reduces the time period for the governor 

control to react before the frequency exceeds thresholds, but it also has an impact on current 

protection schemes and the operation of synchronous units. If the frequency falls below certain 

thresholds then the load shedding will accrue, which is costly for system operator and costumers. 

If the frequency falls too far there is the risk of cascade tripping and localized or system-wide 

blackouts.  
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Figure 5.5 Frequency response of the test system without VPP control for generation imbalance. 

Displayed in Fig. 5.6 is the estimated inertia, 𝑝𝐼𝑅, after the generation imbalance using 

conventional (Eqs. (5.9)) and proposed method (Eq. (5.18)). Clearly, the estimated values using 

the proposed method are less than the values that are calculated using the conventional method. 

The actual 𝑝𝐼𝑅 with taking into account the load deviation is 199.5 MW. Note that the deviation of 

load in demand side is negative in case of generation loss. Therefore, the actual 𝑝𝐼𝑅 should be 

slightly less than the actual 𝑝𝑑𝑖𝑠𝑡 due to the small frequency deviation at the initial time steps. 

However, the estimated value after the event does not indicate the exact 𝑝𝐼𝑅. The unreliability of 

data measured in the initial moments and also the assumptions that have been made to calculate 

the 𝑝𝐼𝑅 are the reasons for the estimation error. The estimated blue trace reaches its maximum after 

40 ms following the power disturbance and decreases consequently. This maximum value can be 

selected as the estimated 𝑝𝐼𝑅; however, this will not provide a reliable estimation for two reasons. 

First, the 𝑝𝐼𝑅 should be determined based on RoCoF at the event time, not at any later time. Second, 

estimation based on the maximum 𝑝𝐼𝑅 results in a larger estimation error, which should be 

minimized. To tackle this problem, the 𝑝𝐼𝑅 at the disturbance time is estimated using linear 
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regression. This method makes our proposed approach robust to the initial transients. The time 

window of regression is vital for accurate estimation. It starts from a time after the disturbance 

(termination of initial transient) to a time before turbine governor’s initiation which is generally 

up to 1 second after the event. For the study case, the first governor initiates after 300 milliseconds. 

However, to have a quick response for inertia emulation the minimum time window should be 

selected. It is found that 200 milliseconds is the minimum time window that results in acceptable 

estimation error. Based on the simple linear regression, the estimated 𝑝𝐼𝑅 using proposed approach 

is 201.1 MW with estimation error of 0.8%. This value by using the conventional method is 229.3 

MW which has the estimation error of 14.9%. As we can see, the estimation error of the proposed 

approach is about 18 times smaller than that of conventional method. 

 

Figure 5.6 Estimated inertia using conventional and the proposed methods. 

The performance of 𝑝𝐼𝑅 estimation algorithms for different disturbances in the test system is 

provided in Table 5.1. Results show that the proposed approach has considerably smaller 

estimation errors in comparison with conventional method. In addition, larger power imbalances 

result in larger error estimations in conventional method. However, proposed method is robust to 
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the size of power imbalance with estimation errors around 0.70%. Note that it is vital to calculate 

precise value of inertia for frequency regulation, not only for minimum load shedding, but also for 

versatile operation of virtual inertia market [193]. Overestimating the required inertia results in 

additional costs in frequency response market and unnecessary extra investments for inertia 

improvement. Table 5.1 also shows the additional cost of the market due to the error of inertia 

estimation. The additional participation costs are calculated based on the present regulation of the 

Great Britain frequency response market [194]. The payment of participating in the fast frequency 

response service includes both availability fee (𝐶𝑎𝑣) and utilization fee (𝐶𝑢𝑡)  per day [195].  

𝐶𝑡𝑜𝑡 = 𝐶𝑎𝑣 + 𝐶𝑢𝑡 (5.31a) 

𝐶𝑎𝑣 = 𝑝𝑎𝑣. 𝑡𝑎𝑣 . 𝜋𝑎𝑣 (5.31b) 

𝐶𝑢𝑡 = 𝑝𝑢𝑡. 𝑡𝑢𝑡. 𝜋𝑢𝑡 , (5.31c) 

The availability fee in $/MWh, is the payment to the service provider to make a certain amount 

of response service (𝑝𝑎𝑣) available for the tendered hours of a day (𝑡𝑎𝑣) at availability price of 𝜋𝑎𝑣. 

Moreover, the utilization fee in $/MWh is the payment to the service provider for the utilization 

volume (𝑝𝑢𝑡) during the tendered hours of a day (𝑡𝑢𝑡) at utilization price of 𝜋𝑢𝑡. The utilization 

volume is the amount of response that has been delivered to the system and it depends on the 

system frequency changes. The average cost of overestimation with conventional method is $ 

3,114 /day. On the other hand, with proposed method the average overestimation cost is $152 /day. 

It should be mentioned that our proposed method also requires additional upgrades and 

investments including implementation of PMU-based WAMS and low latency communication 

infrastructure. The total cost of WAMS implementation for complete observability in the study 

case (IEEE 24-bus system) including PMU, low latency optical fiber communication 

infrastructure, operation and maintenance costs is reported as $160,000 [196]. Therefore, the daily 
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levelized cost of WAMS implementation over 20 years investment period and 5% interest rate 

using the amortization calculation formula is $35/day [197]. Thus, the final average cost of 

overestimation for proposed method would be $187/day, which is still significantly less than the 

conventional method. Error in inertia estimation can also results in unnecessary extra investments. 

Generally, the performance of a power system in frequency control is assessed for the case of 

sudden loss of the largest power plant in the system, so-called reference incident [192]. And any 

further investments in the system to improve the frequency response are done based on the 

reference incident. Clearly, any error in inertia estimation results in over/underestimation of 

required investments to improve inertia response. For instance, the largest generator in the case 

study is Gen15 with generation of 250 MW. Based on the results in Table 5.1, inertia estimation 

using conventional method results in 20.8% error which overestimates it by 45 MW.  The capital 

cost of BESS utilization in power grid is estimated as $1.4 million/MW by National Renewable 

Energy Laboratory (NREL) [198]. Therefore, improving the inertia response by implementing 

solely BESS in the system using the conventional method results in extra $67.5 million in the 

system investment which is much higher than the implementation cost of WAMS ($160,000) 

reported in [196]. Note that WAMS not only provides the feasibility for online inertia estimation 

but also can be used for other applications in monitoring, operation and control of power systems 

such as system protection, island detection and system restoration. 
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Table 5.1 Estimation of 𝑝𝐼𝑅 for different tripping scenarios 

  Conventional method  Proposed method 

Tripping event Size 

(MW) 

Estimation 

(MW) 

Overestimation 

(%) 

Overestimation Cost 

(× 103$/𝑑𝑎𝑦) 

 Estimation 

(MW) 

Overestimation 

(%) 

Overestimation Cost 

(× 103$/𝑑𝑎𝑦) 

Gen. @ bus#1 76 81 6.62 0.62  76.6 0.78 0.07 

Gen. @ bus#15 250 295 20.84 5.70  252.2 0.88 0.27 

Gen. @ bus#18 144 162 12.53 2.28  144.3 0.21 0.03 

Gen. @ bus#22 150 171 14.01 2.66  151.4 0.93 0.17 

Gen. @ bus#23 200 234 16.53 4.31  201.8 0.90 0.22 

   𝝁 con.
over. = 14%  

 

𝝁 con.
over.  cost =

3,110 $/day 

 

  𝝁 prop.
over. = 0.74%  

 

𝝁 prop.
over.  cost =

152 $/day 

 

As it mentioned, the inertia constant, 𝐻𝑗, and loading level, 𝐿𝑗, of tripped generator are 

unknown in Eq. (5.18). To address this problem, the inertia constant of generator with high rate of 

outage and the loading level of system before disturbance are selected as rational approximation. 

Figure 5.7 shows the sensitivity of estimated 𝑝𝐼𝑅 to 𝐻𝑗 and 𝐿𝑗 selection. The horizontal axes 

represent variations of  𝐻𝑗 and 𝐿𝑗 with respect to their true values, i.e., 9.4 seconds and 66%. It is 

found that  𝐻𝑗  has a linear relationship with the with 𝑝𝐼𝑅 estimation error. However, 𝐿𝑗 tends to a 

nonlinear relation. In addition, increasing/decreasing value of  𝐻𝑗 / 𝐿𝑗 from its true value results in 

a smaller/larger estimated 𝑝𝐼𝑅 and the estimation error tends to be negative/positive. 
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Figure 5.7 Error of 𝑝𝐼𝑅 estimation with variation of 𝐻𝑗  𝑎𝑛𝑑 𝐿𝑗. 

Figure 5.8 shows the frequency response of test systems for a fixed RES penetration ratio , 

𝛾 =  55%, and varying total VPP capacity. The total VPP capacity ratio, 𝜅, is defined as 𝜅 =

∑𝑆𝑏
𝑉𝑃𝑃

∑𝑆𝑏
𝐺 , where ∑𝑆𝑏

𝑉𝑃𝑃 and ∑𝑆𝑏
𝐺 are the total rated power of VPPs and generators, respectively. It 

is observed that VPP operation, with a capacity ratio of 33.1%, improves the frequency deviation 

by 60%. This improvement is 50% for 𝜅 = 16.2%. Note that to void under frequency load shedding 

which happens at 59.1 Hz, it is required to have more than 1.8% of VPP participation. The 

participation of VPPs in inertia response reduces both frequency deviation and time to frequency 

nadir, as it is illustrated in Fig. 5.8. Both of these outcomes are highly desirable. The reduction in 

frequency nadir reduces the possibility to encounter load shedding or blackouts, while the 

reduction in time to frequency nadir reduces the required time for VPPs energy delivery and 

operate at normal condition. Note that, the duration of VPPs energy delivery also plays a vital role 

to avoid a new frequency nadir. It should be long enough to provide the required time for primary 

frequency control to takeover and avoid secondary nadir. Fig. 5.8 also demonstrates the 

effectiveness of proposed approach for RoCoF improvement, particularly the duration of RoCoF 
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reduction. Improving RoCoF decreases mechanical stress on connected equipment and provides 

additional time for connected devices especially synchronous generators to respond to the power 

imbalance, avoiding decoupling relays trip [199]. In addition, as we can see from Fig. 5.8, the 

frequency nadir is largely determined by the quantity of additional energy delivered to the system 

before the nadir is reached. Therefore, both VPP capacity ratio and response time are vital for 

effective fast frequency regulation.  

 

Figure 5.8 Frequency response of the test system with VPP participation for 𝛾 =  55%. 

Clearly, the power delivered as frequency response after the frequency nadir will have no 

effect on frequency nadir. The frequency regulation components should be fast enough to act 

swiftly after the power disturbance to avoid large frequency nadir. The ramp time of BESS as the 

most dominated and effective DER in VPP is investigated in Fig. 5.9. The x-axis (time) is limited 

to 7 seconds, as the frequency nadir occurs at less than this time under normal operations. 

Increasing the ramp time of BESS from 26 milliseconds to 2 seconds results in slightly lower 

frequency nadir in the test system. However, with higher ramp times the system frequency falls 

quickly, demonstrating the negative impact of higher ramp time on RoCoF. The maximum 400 
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mHz/s is considered as the critical RoCoF in IEEE Standard C37.118.1 [200], in which the RoCoF 

relays trip the protected equipments. It is observed the at 𝑇𝑟𝑎𝑚𝑝
𝐵𝐸𝑆𝑆 = 0.750 seconds the maximum 

RoCoF is 480 mHz/s. Therefore the maximum ramp time for the BESS to avoid the tripping of the 

RoCoF relays is 𝑇𝑟𝑎𝑚𝑝
𝐵𝐸𝑆𝑆 = 0.500 seconds in our studied test case. The VPPs trigger time is also 

highlighted in the Fig 5.9. The small peak in the blue trace, 𝑇𝑟𝑎𝑚𝑝
𝐵𝐸𝑆𝑆 = 0.026 seconds, shows the 

response of BESSs which reaches its maximum value in 26 milliseconds and improves both 

frequency nadir and RoCoF. 

 

Figure 5.9 Impacts of BESS ramp time on frequency response of the test system. 

Time delay is an intrinsic feature of each physical system and the inertia response by VPPs is 

not an exception. The delay in VPP response for fast frequency regulation mainly includes 

communication delay and DERs response time delay. In the proposed framework, the 

aforementioned delay is modeled by 𝑇𝑎. Unlike the small time-delay in local control, in wide-area 

power systems the time delay can vary from tens to several hundred milliseconds or more [201]. 

The latency of fiber optic fiber optic digital communication has been reported as approximately 
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38 milliseconds for one way, while latency using modems via microwave is over 80 milliseconds. 

Communication systems that entail satellites may have even longer delay, in the order of 500 

milliseconds [202].    

Figure 5.10 studies the impact of different time delays on inertia response by VPPs. The 

communication delays between 20 milliseconds and 2 seconds are examined to investigate the 

performance of the proposed framework. It can be observed that the higher communication delays 

result in larger frequency deviations and RoCoF. At 𝑇𝑎 = 0.20 𝑠 the systems achieve the 

maximum RoCoF of 386 mHz/s which result will results in tripping the RoCoF relays. Therefore 

the maximum communication time delay to avoid RoCoF problem is  200 milliseconds. It is also 

found that the large time delay can cause considerable frequency overshoots in the system. 

Following a generation/load imbalance, VPPs could have a significant contribution to inertia 

response and frequency regulation. However, in case the VPP response action is associated with 

large time delay, during the time delay generators try to compensate the power imbalance, for 

instance via increasing their generations. Subsequently, when VPP response interferes as a 

supplementary control and compensates all or a part of the load/generation imbalance, the 

additional generation, produced during the time delay, may cause considerable frequency 

overshoots and impose instability to the system performance. 
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Figure 5.10 Impacts of communication time delay on frequency response of the test system. 

5.3.2 Synthetic test cases 

Two synthetic grids generated by developed AutoSynGrid toolkit in chapter two are examined 

in this scenario. The maximum generation capacity and total peak load of AutoSynGrid-100 are 

7.94 GW and 5.49 GW, respectively. For AutoSynGrid-200 these values are 19.53 GW and 11.94 

GW respectively. In both cases the loss of generation event happens at t = 1 second, tripping the 

generator at bus 78 (G78) with 𝑃𝐺78 = 595 𝑀𝑊 in AutoSunGrid-100 and the generator G147 with 

generation of  𝑃𝐺147 = 894 𝑀𝑊 in AutoSynGrid-200. To drive comparable results with previous 

section, the augmented IEEE 69-bus system is utilized as VPP for both synthetic cases. It is 

considered that every load in the synthetic cases is able to perform as VPP with a maximum 

capacity equal to 50% of its load. Similar to the previous scenario, it is assumed that the BESSs, 

DGs, and flexible loads compose 60%, 30%, and 10% of VPPs maximum capacity, respectively. 

And the participation factor for all the VPPs, 𝛽vpp, is equal to 1.  Figure 5.11 shows the frequency 

response of both synthetic grids without VPP participation to loss of generator in different 

penetration ratio of RES. Similar to the IEEE standard case, reduction of synchronous inertia due 
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to higher share of RES generation in large-scale synthetic cases increases the RoCoF and decreases 

the nadir frequency. However, it can be seen that the critical frequency drop happens in slightly 

higher penetration of RES for larger cases. For instance, 24-bus system reaches the frequency nadir 

of 59 Hz at RES penetration of 55%; however, 60% of RES penetration results in frequency nadir 

of 59.05 Hz in 200-bus synthetic grid. Another point is the higher resiliency of the power grids at 

lower RES penetrations.   

  
Figure 5.11 Frequency response of large-scale synthetic grids without VPP control for generation imbalance.. 

The 𝑝𝐼𝑅 estimation of proposed and conventional methods for different disturbances in the 

large-scale synthetic cases are provided in Table 5.2. Results show that the proposed approach has 

considerably smaller estimation errors in comparison with conventional method in large-scale 

power grids. Despite the size of network, the proposed method is robust to the size of power 

imbalance and has estimation errors around 0.75%. Table 5.2 also shows the additional cost of the 

market due to the error of inertia estimation. The average costs of overestimation with conventional 

method for AutoSynGrid-100 and AutoSynGrid-200 are $7,501/day and $11,223/day, 

respectively. By increasing the size of the network which requires larger generators, the average 

cost of overestimation increases in conventional method. On the other hand, with proposed method 

the average overestimation costs are $268/day and $274/day for AutoSynGrid-100 and 
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AutoSynGrid-200, respectively. The total costs of WAMS implementation in the worst case 

without optimal placement are approximately 670 × 103$/day and 1400 × 103$/day for 

AutoSynGrid-100 and AutoSynGrid-200, respectively. The daily levelized cost of WAMS 

implementation over 20 years investment period and 5% interest rate using the amortization 

calculation formula are $146/day and $306/day. Therefore, the final average cost of overestimation 

for proposed method would be $414/day and $580/day for AutoSynGrid-100 and AutoSynGrid-

200, respectively, which are still significantly less than the conventional method. 

 

Table 5.2 Estimation of 𝑝𝐼𝑅 for different tripping scenarios in AutoSynGrid cases 

   Conventional method  Proposed method 

 Tripping event Size 

(MW) 

Estimation 

(MW) 

Overestimation 

(%) 

Overestimation Cost 

(× 103$/𝑑𝑎𝑦) 

 Estimation 

(MW) 

Overestimation 

(%) 

Overestimation Cost 

(× 103$/𝑑𝑎𝑦) 

A
u

to
S

y
n

G
r
id

-1
0
0
 

Gen. @ bus#2 413 512.9 24.2 12.6  416.9 0.94 0.49 

Gen. @ bus#33 114 126.8 11.3 1.6  114.3 0.26 0.04 

Gen. @ bus#70 247 292.9 18.6 5.8  248.7 0.68 0.21 

Gen. @ bus#90 89 95.3 7.1 0.8  89.7 0.84 0.09 

Gen. @ bus#94 527 659.8 25.2 16.7  531.1 0.77 0.51 

  A
u

to
S

y
n

G
rid

-2
0

0
 

Gen. @ bus#4 220 262.0 19.1 5.3  221.6 0.73 0.20 

Gen. @ bus#13 518 646.5 24.8 16.2  520.3 0.44 0.28 

Gen. @ bus#100 442 550.3 24.5 13.7  446.0 0.9 0.50 

Gen. @ bus#144 179 201.9 12.8 2.9  180.0 0.56 0.12 

Gen. @ bus#161 568 710.6 25.1 18.0  570.2 0.38 0.27 

    𝝁 con.
over. = 19%  

 

   𝝁 prop.
over. = 0.7%  

 

 

Figure 5.12 shows the frequency response of test systems for a fixed RES penetration ratio, 

𝛾 =  58%  for AutoSynGrid-100 and 𝛾 =  60%  for AutoSynGrid-200, and varying total VPP 

capacity. The participation of VPPs in inertia response reduces both frequency deviation and time 

to frequency nadir, as it is illustrated in Fig. 5.12. Both of these outcomes are highly desirable. The 

reduction in frequency nadir reduces the possibility to encounter load shedding or blackouts, while 
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the reduction in time to frequency nadir reduces the required time for VPPs energy delivery and 

operate at normal condition. For both synthetic cases participating VPPs in fast frequency response 

improves the frequency nadir. For AutoSynGrid-100, only 2.5% of VPP penetration can provide 

enough inertia response to avoid the critical frequency and load shedding. However, AutoSynGrid-

200 the minimum VPP penetration to avoid load shedding is 5.4% of VPP participation. 

Comparing the results of IEEE 24-bus system with large-scale synthetic grids shows that all the 

networks can accommodate 50% of renewable energy penetration without facing large frequency 

nadirs in case of loss of generator. However, larger networks show slightly better performance in 

case of hosting higher renewable energy penetration. For instance, AutoSynGrid-200 reached the 

critical frequency of 59.1 Hz for underfrequency load shedding around 60% of penetration level. 

However, to improve the frequency nadir they require higher participation ratios of VPPs. 

 

  
Figure 5.12 Frequency response of large-scale synthetic grids with VPP participation. 
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5.4 Summary 

In this chapter, an inertia response framework was developed to investigate the potential of 

aggregated DERs in distribution networks for fast frequency regulation. To have an accurate 

estimation of disturbance and system inertia in case of a load/generation imbalance, an online 

power disturbance estimation was proposed by introducing new terms in the swing equation. 

Results showed that the proposed approach has considerably smaller estimation errors in 

comparison with conventional method in large-scale power grids also. Despite the size of network, 

the proposed method is robust to the size of power imbalance and has estimation errors around 

0.7%.  In addition, a real-time optimization framework was developed to control aggregated DERs 

in a distribution network. It guarantees the fast response of DERs in their feasible operation region 

while satisfying network operational constraints. Moreover, VPP participation factor and 

decentralized inertia control were introduced to allocate the active power set-points of VPPs in the 

power system. It is found that the participation of VPPs in inertia response reduces both frequency 

deviation and time to frequency nadir. Results showed that the proposed approach has considerably 

smaller estimation errors in comparison with conventional method. In addition, larger power 

imbalances result in larger error estimations in conventional method. However, proposed method 

is robust to the size of power imbalance with estimation errors around 0.70%. It was found that 

the average cost of overestimation with conventional method is $ 3,114 /day; however, with 

proposed method the average overestimation cost is $187/day, which is significantly less than the 

conventional method. It was observed that virtual power plant operation, with a capacity ratio , κ, 

of 33.1%, improves the frequency deviation by 60%. This improvement is 50% for κ = 16.2%. 

Moreover, it was found that it is not required to utilize inertia response in all the cases with 

renewable energy penetration less than 50%. The maximum renewable energy penetration level 

that system can accommodate without facing problems in frequency nadir increases with 
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increasing the network size. In addition, it was found that the minimum ramp time for BESS to 

improve frequency response in our proposed VPP inertia emulation is 500 milliseconds. On the 

other hand, it was observed that the minimum communication time delay of VPP to participate in 

inertia response is 200 milliseconds.  
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6. Overall conclusions and future work 

6.1 Conclusion 

The objective of this dissertation was to investigate the impediments for renewable energy 

integration in both transmission and distribution networks and propose novel approaches and 

frameworks to help to increase hosting capacity and improve inertia response to ensure an efficient 

and reliable power system with high penetration of renewable energies. We have developed tools 

and frameworks to facilitate implementation of erratic renewable energy resources in all sections 

of power grids including generation, transmission and distribution. All the new methods and 

solutions to address negative impacts of renewable energies should be validated using realistic test 

cases. However, existing power system models that could be used to test new concepts and 

methods are mostly dated or insufficient. Therefore, as the first objective, a new framework was 

developed to generate any number of test cases featuring the same statistical properties of realistic 

power grids. We proposed a complete framework to generate synthetic power grids and introduced 

a toolkit based on MATLAB GUI with interactive input/output interface. The proposed 

AutoSynGrid toolkit is able to generate any number of synthetic power grids with given network 

size featuring statistical properties of realistic power grids. The generated synthetic cases include 

data of the system MVA base, bus data, generator data, branch data, generator cost data, type of 

generators, and fuel types, providing sufficient data that can be used for a variety of analysis such 

as power flow and optimal power flow studies. Moreover, a full validation process was proposed 

to assure that the generated synthetic cases satisfy the predefined criteria of multiple metrics that 

were observed from realistic power grids. Five categories of topology metrics, electrical 

parameters, state variables, interdependency, and scaling properties were considered as validation 

metrics to determine how realistic the resulting cases are. It was found that the size of the network 

has a direct impact on realism of the network in two way. First, by increasing the network size it 
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is more feasible to generate synthetic grids with high closeness factor. Second, it is more feasible 

to mimic the characteristics of a reference system with similar network size than a reference system 

with higher network size difference. Moreover, in synthetic grid modelling it is important to have 

different layers of information, i.e. bus types, generation settings, etc. in a synthetic grid but it is 

vital to generate and assign this information in a validated systematic approach. And totally 

random generation and assignment do not result in a acceptable test case The AutoSynGrid 

generates the synthetic power grids in MATPOWER format allowing to use the MATPOWER 

open source package to further studies on the generated cases. The final version of the 

AutoSynGrid toolkit will be released to the public at VCU’s Electric Power and Energy Systems 

(EPES) laboratory webpage. 

Then we focused on integration of small-scale PV systems in the distribution networks to 

appropriately examine maximum PV installation capacity and propose solutions to improve 

hosting capacity. A detailed impact assessment framework was proposed to assess the impacts of 

DPV on a realistic distribution network. Two DPV installation schemes namely customer-based 

and utility-aided installations were considered. For customer-based installation, a set of Monte 

Carlo experiments designed to model free installation of DPVs in the network. A multi-objective 

optimization problem was developed for utility-aided installation to optimize the size and location 

of aggregated DPVs with the objectives of minimum voltage deviation, voltage fluctuation, total 

energy loss and eliminating voltage violation and reverse power flow. To perform an accurate 

impact assessment, solar insolation of all the buildings in the studied area was studied to estimate 

the DPV installation potential of the distribution network. In addition, we developed synthetic load 

profile modeling to generate synthetic load profiles based on available realistic load profiles for 

each building in the network. The framework was applied to a local distribution network. It was 
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found that for higher CDFs starting from 𝛽min=0.5 there is not a significant difference in the 

probability of reverse power flow occurrence. Moreover, it was observed that it is more likely to 

have a voltage violation in residential feeders. Unlike the general commercial energy-use pattern, 

which has a good correlation with typical PV power profile, residential energy-use pattern presents 

a peak value during the nighttime when there is a small or no PV generation resulting in surplus 

PV generation at noon and initiating reverse power flow and voltage rise. It was also found that 

with customer-based installation in the studied network, beyond 30% of DPV penetration the 

network operator needs necessary upgrades in the network to avoid overvoltage and severe reveres 

power flows. However, by utility-aided installation the network can accommodate 50% of DPV 

penetration without having overvoltage and reverse power flows and need to system upgrades. It 

is clear that there will be a tradeoff between network planning by utilities and costs of network 

upgrades. Distribution network operators can eliminate or postpone system upgrades with 

interfering in customer decisions in DPV installation to minimize system operation and upgrade 

costs. In addition, it is shown that utility-based installation can decrees the energy loss in the 

system by 11.3% at 20% of penetration ratio. Comparing the utility-based and customer-based 

DPV installations indicates that when the system has a medium renewable penetration ratio, an 

optimal installation is necessary because it will bring significant improvements in energy loss 

reduction, voltage fluctuation, and voltage deviation. However, when the renewable integration 

ratio is lower or very high, there will be less difference between the types of installation. 

In addition, demand side management of smart homes as one of the viable solutions to 

improve hosting capacity was examined. To this end, the interaction of demand side management 

strategies with rooftop PV systems and novel algorithms to increase renewable energy utilization 

without negative impacts was investigated. We examined the decentralized DSM strategy for both 
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commercial and residential loads in a radial distribution network with rooftop PV installation, and 

compares its impacts and performance in terms of customer benefits and distribution network 

operation. Customer benefits were measured as electricity cost savings with manageable sacrifice 

of convenience and for the distribution network operation, PV utilization, system real power loss, 

and voltage fluctuation are considered. It was found that the PV utilization efficiency can be 

improved from 68% to 98% by utilizing proposed DSM algorithm. However, with higher penalty 

price, i.e. 𝜋𝑝 = 3 ¢/kWh for load shifts the PV utilization efficiency drops to 76%. Note that the 

increasing the PV utilization efficiency results in improving the hosting capacity of the network 

by eliminating backfeed power to the network due to surplus rooftop PV generation. As we 

observed in the previous chapter, the reverse power flow has a strong relationship with overvoltage 

in the system. Therefore, minimizing the reverse power flow with increasing PV utilization 

efficiency improves the total husting capacity of the network. It was also observed that higher 

demand side management participations will tend to “flatten” the voltage profile and bring better 

improvement to voltage fluctuations caused by load variations. It was found that residential DSM, 

if implemented in a decentralized optimization, exhibits better performance than the commercial 

DSM in terms of all the four aforementioned measures. In fact, for the commercial customers due 

to their high load profile, the only cost minimization is not suitable for the DSM objective function 

and the distribution network operation constraints should be considered. For the decentralized 

DSM, residential DSM usually yields better electricity cost savings due to their higher electricity 

price. It also results in more improvements in PV usage efficiency, energy loss reduction, and 

voltage fluctuation. The simulations also indicated that the decentralized commercial DSM may 

even introduce negative impacts on system energy loss and voltage fluctuation. This implies that 

coordinated DSM optimization is necessary for commercial loads. 
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In the last objective, we investigated low inertia of power system due to the high penetration 

of large-scale renewable energies in the transmission networks. We combined the previous 

findings of this dissertation and proposed a novel framework to address the low inertia, as one of 

the most important challenges of power grids with high penetration of renewable energies. An 

online framework to provide inertia emulation and fast frequency response using aggregated DERs 

was developed. A precise inertia estimation method was proposed by introducing new terms in the 

swing equation to have an accurate estimation of required system inertia in case of a large 

generator/load imbalance. The reduction of inertia due to the loss of unknown generator along with 

load deviation due to frequency deviation were considered to have a more accurate estimation of 

required inertia. Moreover, a distributed inertia control was developed to efficiently allocate inertia 

response to the available VPPs. In addition, a real-time optimization framework was proposed to 

control aggregated DERs in the active distribution network to reliably and securely emulate inertia 

response. The objective of DERs optimization was to track the set-point with minimum tracking 

error at the substation while enforcing distribution network operational constraints along with the 

feasible operation region of DERs. The performance of the proposed framework was verified using 

modified IEEE 24-bus and 69-bus systems. Our simulation results showed that the proposed 

approach has considerably smaller estimation errors in comparison with conventional method. In 

addition, larger power imbalances result in larger error estimations in conventional method. 

However, proposed method is robust to the size of power imbalance with estimation errors around 

0.70%. It was found that the average cost of overestimation with conventional method is $ 3,114 

/day; however, with proposed method the average overestimation cost is $187/day, which is 

significantly less than the conventional method. It was observed that virtual power plant operation, 

with a capacity ratio , κ, of 33.1%, improves the frequency deviation by 60%. This improvement 
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is 50% for κ = 16.2%. Moreover, it was found that it is not required to utilize inertia response in 

all the cases with renewable energy penetration less than 50%. The maximum renewable energy 

penetration level that system can accommodate without facing problems in frequency nadir 

increases with increasing the network size. In addition, it was found that the minimum ramp time 

for BESS to improve frequency response in our proposed VPP inertia emulation is 500 

milliseconds. On the other hand, it was observed that the minimum communication time delay of 

VPP to participate in inertia response is 200 milliseconds. The investigation on communication 

delay time showed that as the time delay increase, the power system may experience considerable 

frequency overshoots and impose instability on the power system.  

6.2 Future works 

The work that is presented in this dissertation can be extended, by pursuing a number of 

directions such as: 

• Develop a framework to generate combined transmission and distribution synthetic 

network models. These models can be used to analyze the interactions between 

transmission and multiple distribution systems, such as the provision of ancillary 

services by active distribution grids, the co-optimization of planning and operation, 

the development of emergency control and protection schemes spanning over different 

voltage levels, the analysis of combined market aspects, etc. 

• Annual analysis along with economic analysis of customer-based PV systems to 

suggest the best strategy for distributed PV installation. 

• Study the fast dynamics of renewable distributed generation and their impacts on the 

voltage regulations and transient stability of distribution networks. 
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• Develop a framework for distribution network operator or aggregator to utilize the 

electric vehicles’ storages in the demand side management.  Demand side management 

algorithm can optimize total costs by modifying electric vehicles’ 

charging/discharging schedules. 

• Considering electricity market in inertia response of VPPs. A participation algorithm 

may be developed to coordinate the exchange power between the he multi-VPP and 

the main grid with objective of minimum cost for power grid operator and maximum 

profit for VPPs.  
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