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Abstract

DISSERTATION ON THE ANALYSIS OF NEURAL HETEROGENEITY

THROUGH MATHEMATICAL AND STATISTICAL METHODS

By Kyle Wendling

A Dissertation submitted in partial fulfillment of the requirements for the degree of

Doctor of Philosophy at Virginia Commonwealth University.

Virginia Commonwealth University, 2020.

Director: Dissertation Cheng Ly,

Associate Professor, Department of Statistical Sciences and Operations Research

Diversity of intrinsic neural attributes and network connections is known to exist

in many areas of the brain and is thought to significantly affect neural coding. Recent

theoretical and experimental work has argued that in uncoupled networks, coding is

most accurate at intermediate levels of heterogeneity. I explore this phenomenon

through two distinct approaches: a theoretical mathematical modeling approach and

a data-driven statistical modeling approach.

Through the mathematical approach, I examine firing rate heterogeneity in

a feedforward network of stochastic neural oscillators utilizing a high-dimensional

model. The firing rate heterogeneity stems from two sources: intrinsic (different

individual cells) and network (different effects from presynaptic inputs). From a

phase-reduced model, I derive asymptotic approximations of the firing rate statistics

assuming weak noise and coupling. I then qualitatively validate them with high-

dimensional network simulations. My analytic calculations reveal how the interaction

between intrinsic and network heterogeneity results in different firing rate distribu-

ix



tions.

Turning to the statistical approach, I examine the data from in vivo recordings

of neurons in the electrosensory system of weakly electric fish subject to the same

realization of noisy stimuli. Using a generalized linear model (GLM) to encode stim-

uli into firing rate intensity, I then assess the accuracy of the Bayesian decoding of

the stimulus from spike trains of various networks. For a variety of fixed network

sizes and various metrics, I generally find that the optimal levels of heterogeneity

are at intermediate values. Although a quadratic fit to decoding performance as a

function of heterogeneity is statistically significant, the result is highly variable with

low R2 values. Taken together, intermediate levels of neural heterogeneity is indeed

a prominent attribute for efficient coding, but the performance is highly variable.
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CHAPTER 1

INTRODUCTION AND LITERATURE REVIEW

1.1 The Importance of Neural Heterogeneity

The underlying mechanisms of how cortical neural networks process stimuli can be

discerned through a variety of methods. In a population of neurons, understanding

how sensory signals are efficiently encoded and transmitted to higher areas of the

brain is especially challenging given that neurons are known to have stochastic and

heterogeneous attributes. For this reason, and due to the nature of quantifying in-

formation content and efficient coding, many advances stem from a combination of

experiments and computational modeling [1, 2, 3, 4, 5, 6].

Firing rate heterogeneity is the most commonly studied heterogeneous attribute;

it has been shown to have consequences on neural coding, the theoretical relationship

between stimuli and the ensemble neuronal response. These consequences can be seen

in the olfactory bulb [2, 7], in the visual system (i.e., orientation tuning curves [8,

9]), and in a variety of other systems including the auditory [10] and electrosensory

systems [11, 3]. In general, the population firing rate and the level of its heterogeneity

directly affect important information-theoretic measures of coding such as the Fisher

information and mutual information [12]. Firing rate heterogeneity is a fundamental

entity for systems that code signals based on rate, or the total number of spikes.

Although this work does not focus on the potential impact of higher order spiking

statistics (i.e., covariance [1]), firing rate heterogeneity has deep implications on the

way cells encode sensory signals.

Several studies have shown that increased firing rate heterogeneity is a signature

1



(a) Simulation demonstrat-
ing relationship between hetero-
geneity and Fisher Information
level [13]

(b) Experimental data revealing relationship between stim-
ulus filter heterogeneity and decoding error [7]

Fig. 1. Examples of heterogeneity’s influence

of more efficient coding (e.g., Fisher Information [8, 2], discrimination error of distinct

trial-averaged firing rates [3]). However, the relative level of heterogeneity is impor-

tant because other studies have indicated that too much or too little heterogeneity

can be detrimental. This can be seen, for example, in spiking model networks [13], in

a generalized linear model (GLM) fit to olfactory bulb neurons [7], and in orientation

tuning curves [14] (See Figure 1). Thus, the actual level of heterogeneity, not just

whether neurons are heterogeneous, is important to quantify. Analyzing firing rate

heterogeneity in model networks has the potential benefit of enabling predictions of

how neural attributes relate to efficient coding.

1.2 Biological Foundations for Neural Networks

1.2.1 Physical Characteristics and Electrical Dynamics

To understand how one can design models for networks of neurons, it is helpful to first

consider the biological process at the level of the individual neuron. A neuron can be

understood easily through its three main parts: the dendrites, the soma, and the axon

2



(See Figure 2). The soma contains the normal cellular structures present in other cells,

but what distinguishes neurons from others are the numerous dendrites branching out

from the soma and the long and narrow axon protruding from one end. In a network

of neurons, each neuron receives inputs from other neurons across a synapse, which

is a small gap between the axial branches of all the presynaptic neurons and all the

dendritic branches of the postsynaptic neuron. For visual simplicity, Figure 2 displays

only one presynaptic neuron, but there are generally many providing various inputs

[15]. This aggregate of axial and dendritic branches is known as a synaptic complex.

Due to its small size, between 200 and 500 nanometers, individual connections can

have a significant impact in this small compartment [16].

Fig. 2. A neuron with synapses to a presynaptic and a postsynaptic neuron [17]

.

In an individual neuron, the soma integrates these inputs into coherent outputs

and then conveys these outputs across the axon hillock that connects the soma to the

axon. Due to the axon’s high conductance thanks to the myelin sheath, it quickly

conveys the output to the other end of the neuron via an action potential, the moment

when the strength of the electrical signal will increase rapidly for a relatively short

instance before regressing to a weaker signal. Finally, the action potential propagates

through the terminus of the axon across the next synapse to the dendrites of the

3



subsequent neurons. The wide-spreading branches of the dendrites and the axons

allow for each neuron to link with a number of other neurons in order to effectively

transmit messages [18].

Therefore, a chain reaction occurs through the network of neurons. Both the

action potential duration and the length of an axon can differ drastically between

neurons, causing variations in time from input to output that can influence the dy-

namics. In some circumstances, the chain of neurons is a feedforward network, where

one cortical region delivers input to the next cortical region along certain paths. How-

ever, recurrent networks also exist where the neurons within a cortical region interact

with each other, feeding back to one another [19]. The key to this chain reaction is the

“spiking” nature of neurons via the action potentials, which are nonlinear functions of

inputs received by the neurons. These spikes in voltage are central to neuron signals

and information processing, and their nonlinear relationship to stimuli contribute to

the difficulty in analysis.

1.2.2 Variables of Neural Dynamics

All cells have a membrane potential, defined as the difference in voltage across the

membrane, which is determined by positively and negatively charged ion gradients.

In addition to passive diffusion of ions across the membrane (the leak current), there

are gated ion channels that open and close depending on various factors. These ion

channels are central to effective cortical processing, as the rapid flow of ionic currents

through these passages drive changes in the membrane potential, producing action

potential and varying levels below threshold.

A key feature of such channels is their selective nature; they are far more per-

meable to one specific ion over others (e.g. allowing potassium ions through at a

much higher rate than sodium and calcium ions). This significantly improves preci-

4



sion and variability in information processing. The opening and closing of these ions

is also governed by varying dynamics. Voltage-gated channels, like the one in Figure

3, are opened and closed by changes in voltage. Ligand-gated channels are triggered

by chemical transmitters. Mechanically gated channels are driven by pressure and

stretching mechanisms in the membrane [15].

For mathematical modeling purposes, I will focus on voltage-gated ion channels.

The voltage differential may be only moderate and insignificant at times, making

the probability of a channel changing states between open and closed unlikely. How-

ever, once a certain threshold potential is reached, many of the channels will open

and the ion gradient will change more drastically. These transformations can cause

the neuron’s membrane potential to spike, significantly impacting the whole network

through the output of a strong signal. The electrical nature of this chain of events

makes a circuit analog, common in physics, useful for characterizing the dynamics of

a neuron. Via this analog and an understanding of the biology of the neurons, one

can mathematically model neural networks [18].

.

Fig. 3. Voltage-gated ion channel as membrane gradient changes [17]

There is a distinct difference in approach to understanding neural networks be-

tween models that incorporate these biophysically realistic yet complicated dynamics

and models that do not (i.e. statistical models fit to data). Oftentimes, they are

5



answering similar questions but from different perspectives altogether. In the context

of this research, my goal is to utilize both high-dimensional mathematical models and

data-driven statistical models to study benefits of heterogeneity.

1.3 Significance of Noise

Probabilistic dynamics occur on many scales in neural networks. Changes in the form

of the neural cells or reactions at the chemical level have stochastic dynamics, along

with variations in how individual cells interact (known as coupling). In addition, the

diffusion of neurotransmitters, proteins, and ions all behave stochastically. That is,

if the position of a given particle is known at a certain time, its future position can

only be predicted through a probability distribution of outcomes. All these stochastic

processes can influence the overall dynamics of neurons, particularly at the scale of

individual synaptic complexes. The variability in time for these different processes

also affects neural activity, in particular the mean and variance of spiking rates.

The probabilistic nature of neurons has been accounted for in various literature

for decades. In their 1954 paper, del Castillo and Katz [20] note that even when other

variables are controlled, the amplitudes of end-plate potentials (membrane potentials

at the junction between neurons and skeletal muscle fiber) vary widely. But this is

evidence at a more macro level; more recent work has demonstrated that random

dynamics are observed at even the cellular level. Even a cell’s individual ion channels

randomly fluctuate between open and closed, as evidenced by patch-clamp experi-

ments conducted by Sakmann and Neher in 1995 that tracked the miniscule electrical

current flowing through a channel [21]. White, et. al. [22], indicated in 2000 that

this individual channel noise can actually contribute to varying spiking behaviors at

the population level. Probabilistic dynamics also are present in intracellular commu-

nication, where the proportion of synaptic vesicles released across a single synapse

6



is not constant. In addition, the probability of vesicle release often varies across a

synapse, and usually these release probabilities are dependent on one another [23].

Even with consistent input, the synaptic responses can vary, based on the neuron

types and connection types [24].

The need for statistics is in part influenced by the “all-or-nothing” nature of

action potentials. As explained before, when a stimulated membrane potential reaches

a certain threshold, it will fire, producing an action potential. However, if it falls short

of that level (a subthreshold potential), it quickly returns to its resting potential in

the absence of inputs [15]. Consequently, arbitrary differences in stimulation can

have a noticeable impact on the dynamics of an individual neuron, further justifying

the inclusion of noise in neural models. Since all these sources of noise are unwieldy

to track simultaneously, a single noise term proves to be a useful “catch-all,” from

probabilistic dynamics in ion channels to synapses to variability in responses.

1.4 Addressing Heterogeneity of Neural Oscillators Through High-Dimensional

Mathematical Modeling

An understudied aspect of firing rate heterogeneity is the genesis of this network

statistic from underlying neural attributes. Many theoretical studies specify the firing

rate heterogeneity a priori, but interactions of cellular and network attributes are

nonlinear and can lead to unexpected spiking dynamics [25, 26, 27, 4, 28]. Others

have focused on how intrinsic attributes affect neural coding [5, 29]. Importantly,

experimental measurements have shown that both intrinsic and network heterogeneity

are material. At the cellular level, many intrinsic factors influence the firing rate of

a cell such as ion channel composition or cell morphology. My modeling centers on

neural oscillators, a class of cells whose intrinsic properties lead to repetitive action

potentials.
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1.4.1 What is a neural oscillator?

The study of neural oscillations is the examination of repetitive or periodic activity

of neurons in the central nervous system. This type of brain activity contributes

significantly to motor and sensory processing and may even play a role in cognitive

function. What constitutes neural oscillation is fairly wide-reaching. As Ermentrout

and Chow note, “a positive action followed by a delayed negative feedback” is suffi-

cient, so oscillatory behavior can occur in the membrane of a single neuron, in the

interactions between areas of a single neuron, or in the activity of an entire neural

network [30]. Due to their presence at multiple levels of brain activity, neural oscilla-

tors are important models for studying signal processing, turning large collections of

inputs into coherent outputs. The brain’s integration of disparate signals into useful

chunks of information occurs in part due to the synchronization of the various oscil-

lators together, in addition to other characteristics of neural oscillators that will be

discussed later in this paper [31]. I will focus on oscillations at the level of single cells,

examining how they impact broader neural networks in general.

1.4.2 Sources of Heterogeneity

I primarily consider intrinsic heterogeneity via a neuron’s phase-response curve (PRC)

[32], an experimentally measurable entity that quantifies how inputs advance/delay

time to next spike in oscillating neurons. Experiments have shown that PRCs are

heterogeneous in olfactory bulb cells [33] as well as in mice visual cortex [34]. The

researchers [34] demonstrate that the PRC type can modulate with acetylcholine

(carbachol) rather than altering stimulus input.

At the network level, the same presynaptic input strength can result in hetero-

geneous postsynaptic responses. Effective synaptic input strength is determined by
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many physiological parameters, such as presynaptic firing rate, postsynaptic potential

size for each presynaptic spike [24, 35], or the total number of inputs [36, 37, 35]. In

addition to these cortical examples, experiments in the cerebellum show postsynaptic

targets are heterogeneous [38, 39]. I make no distinction in the modeling between

these different aspects of network heterogeneity; rather, a simple parameter for input

strength is used to model network heterogeneity (see [25, 9], who modeled network

heterogeneity in a similar way).

The focus of this study is the nonlinear interactions of intrinsic and network

heterogeneity because such theoretical studies are relatively rare (i.e, [2, 7, 33, 13,

40] considered intrinsic heterogeneity alone, and [36, 9, 41] considered network het-

erogeneity alone). Some exceptions are Marder and colleagues [25, 26], who have

considered many heterogeneous attributes in detail, including intrinsic and network,

with a focus on the detailed structure of voltage traces with relatively small numbers

of neurons. Both intrinsic and synaptic diversity in two coupled oscillators have been

considered in dynamic clamp experiments combined with theoretical modeling in [42,

43]. See [44] for a more thorough review. There are limited studies of which I am

aware that consider the effects of both intrinsic and network heterogeneity, at least in

the context of altering the spiking statistics of large networks of neurons with noise.

See [28] and [4] for the relevant approach.

Ly [28] analyzed how the relationship between intrinsic (spike threshold) and

network heterogeneity, along with the operating regime, alter firing rate distributions

in a generic recurrent network model of leaky integrate-and-fire (LIF) neurons. Ly

and Marsat [4] made stimulus-dependent predictions about the relationship between

threshold and synaptic input, as well as effective network connectivity, with modeling

and in vivo recordings of the hindbrain in weakly electric fish. However, these works

do not include realistic intrinsic dynamics when modeling the relationship between
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intrinsic and network heterogeneity. Simple spiking models such as LIF do not account

for ion channel dynamics that can have significant and counter-intuitive effects on

firing rate statistics (i.e., blocking a potassium current does not always increase firing

rates [45, 46]). In addition, higher dimensional models that incorporate these features

can better characterize the intrinsic dynamics of neurons, as opposed to LIF. LIF and

many spiking models only integrate network input without properly accounting for

how the current state affects responses.

1.5 Addressing Heterogeneity Through Data-Driven Statistical Model

In another study, I turn to analysis of heterogeneity’s impact with real neural data.

My statistical inquiry centers on the relationship between a continuous stimulus and

the neural spike responses. Rather than mathematical modeling, I employ statistical

modeling, namely the generalized linear model (GLM), to analyze this relationship.

1.5.1 Experimental Recording Challenges

The voltage current of the neuron tracked in theoretical and simulated models is an

underlying continuous response, but this is often difficult to experimentally record

with appropriate precision in vivo with awake animals. Whole-cell patch-clamp

recordings are possible on individual neurons, but the procedure requires expertise and

generally months of training to be effective [47]. In addition, whether the patch-clamp

recording is intracellular or extracellular is also significant. Extracellular recordings

taken from an electrode outside the neuron can capture action potentials but can-

not track subthreshold membrane potential fluctuations with reliable precision [19].

They also sometimes can vary drastically from more precise intracellular recordings

[48]. They are easier to administer in vivo than intracellular recordings, though,

which require puncturing the membrane to capture the continuous membrane poten-
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tial fluctuations [19]. Finally, simultaneously measuring multiple neurons in vivo is

challenging and technologically complex, and few labs have the ability to do so at

this point [49].

1.5.2 Introduction of Data and Statistical Model

To evaluate the relationship between stimuli and spike response, I have used unpub-

lished data from in vivo recordings of weakly electric fish (A. leptorhynchus). The

experimental data was provided by the Marsat Lab from a prior paper: [3]. All 7

cells are from the same animal from the same area, termed the “electroreceptor lateral

line lobe” (ELL), and the cells are all ON cells subject to spatially global random

amplitude modulation (RAM) stimuli. This RAM electric stimulus, determined by

Gaussian banded white noise, is injected and the resultant spike timings for individual

neurons are recorded. “Banded white noise” indicates that consecutive time steps of

the stimulus are correlated, so the first step I take is to downsample the stimulus

from 0.5ms time steps to 2.5ms, significantly reducing the autocorrelation structure

(see Figure 23 for example autocorrelation function (ACF) and partial autocorrela-

tion function (PACF) of original time series). Further autocorrelation analysis will

be addressed in Sections 3.2.3 and 3.3.2. The structure of the data for a single cell is

essentially two time series, one with the Gaussian stimulus input and the other with

the spike train response. A segment of the two time series is displayed in Figure 4.

The recording of spikes through time produces what is known as the neural

spike train. This spike train is often modeled by a Poisson Process with 0s for “no

spike” and 1s for “spike.” Given my goal of connecting a continuous stimuli and a

Poisson Process, a generalized linear model (GLM) framework is very appropriate.

This model structure for the encoding of stimuli into a spike train proves to be

an important precursor for exploring heterogeneity’s importance. Specifically, the
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Fig. 4. Subset of the paired time series of a single neuron’s spike response versus the banded
Gaussian stimulus in the same time frame.

model enables a maximum a posteriori (MAP) estimate of a stimulus to directly

assess coding capabilities of different uncoupled networks. Once the probabilistic

relationship of stimuli-to-spike has been established, one can reverse the direction of

the relationship, decoding a neural spike train via MAP estimation.

As mentioned before, intrinsic cellular diversity has been proposed as a crucial

attribute for efficient coding in many sensory systems. Beyond whether intrinsic diver-

sity is important, [7] showed that an intermediate level of diversity, not just whether

there is diversity, could enhance population coding in uncoupled mitral cells in the

olfactory bulb using trial-averaging of cellular responses. Moreover, [13] theoretically

analyzed how this optimal level of heterogeneity enhances neural coding in uncoupled

populations of spiking neurons. However, there is not enough known about how well

networks can optimally decode stimuli at intermediate heterogeneity without using

trial-averaging in experimental data and with stochastic models, as these influential

12



works have done. In addition, a more detailed statistical analysis of how neural het-

erogeneity is related to accurate and optimal decoding of noisy input signals would

provide deeper insights to this important question.

1.5.3 Why Decoding is Implemented

After constructing a GLM to encode a stimuli into the neural spike train, though,

why would one be interesting in reversing this process? Modeling and forecasting of

stimuli could be accomplished through other more efficient ways, such as constructing

an ARIMA time series model [50]. To understand the utility of decoding, then, one

must consider the biological context that this Bayesian statistical process is intended

to mimic.

Animals are able to robustly detect important sensory stimuli, using neurons as

the central processing units. Thus sensory neurons, even at initial stages of process-

ing, must accurately encode noisy stimuli to faithfully propagate sensory information

to subsequent brain regions not directly exposed to the stimuli. The coordinated ac-

tivity of populations of neurons can successfully encode stimuli despite the fact that

individual neurons respond noisily and nonlinearly to inputs [19]. Higher cortical

regions of the brain do not have direct access to this sensory information and thus

rely on these initial sensory neurons. The dissemination of sensory information to

higher cortical areas is generally accomplished via the encoding of the stimulus into

spikes. The specific membrane potentials of the neurons during and between action

potentials do transmit more fine-tuned information, but the actual spike ensemble

also proves useful when experimental measurements of membrane potentials prove

difficult [15]. Thus, for this study, I am implementing decoding on the spike trains to

determine how efficiently the neurons send messages to the higher cortical areas and

how accurately these spike messages match the actual stimulus.
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CHAPTER 2

FIRING RATE DISTRIBUTIONS IN A FEEDFORWARD NETWORK

OF NEURAL OSCILLATORS WITH INTRINSIC AND NETWORK

HETEROGENEITY

2.1 Summary of Project

Here I consider a feedforward network of heterogeneous Morris-Lecar cells [51], where

“feedforward” indicates that target neurons do not affect the presynaptic popula-

tion. I find the relationship between intrinsic (PRC) and network heterogeneity can

dramatically alter firing rate heterogeneity or distribution, using a phase reduction

method to calculate asymptotic firing rates assuming weak noise and coupling. My

first order analytic formulas qualitatively and succinctly capture the observed firing

rate statistics of the high-dimensional model. I also demonstrate the value of the

second order analytic formulas in capturing how firing rates change as the noise level

varies. This work reveals which aspects of the PRC control firing rate dynamics in

the weak coupling and noise regime.

The paper for this study was published with Cheng Ly in Mathematical Bio-

sciences and Engineering [52].

2.2 Methods

2.2.1 General Feedforward Oscillator Model

Consider a population of N distinct neural oscillators receiving independent noise,

coupled to a presynaptic population providing feedforward input. Let Xj ∈ Rn denote
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the state variables of the jth ∈ {1, 2, . . . , N} oscillator. The uncoupled and noise-free

oscillatory system would be characterized as
dXj

dt
= Fj(Xj) with a period Tj. With

the addition of noise and coupling, the equation for Xj is of the form:

dXj

dt
= Fj(Xj) + qj

∑
k

wj,kG(Xj, Yk) + ς~ξj(t) , (2.1)

where ς � 1 is the power of the noise, qjwj,kG � 1 is the coupling, and ~ξj(t)

are independent white noise processes with zero mean and variance 〈ξ(t)ξ(t′)〉 =

δ(t − t′). Combining noise and coupling perturbations, the system is defined as

dXj

dt
=: Fj(Xj) + εj and the models are assumed to be Itô stochastic differential

equations (SDEs). I also assume that the unperturbed system
dXj

dt
= Fj(Xj) has an

asymptotically stable limit cycle, X0(t) = X0(t+ Tj).

I use a phase reduction method applied to Eq. 2.1 to obtain a network of phase

oscillator models [53, 54]. The phase reduction employed here is standard and has

been described previously by many authors (see Chapter 8 of [18] and Chapter 1 of

[32]). Note that there are other phase reduction methods; for example, see [55] for

addressing how the time-scale of the noise and return time to limit cycle could yield

a different phase reduction; see [56, 57] for phase descriptions with noise and without

a stable limit cycle; with moderate to strong perturbations, see [58, 59, 60]. For my

purposes, I will focus on the case where the oscillators return to the limit cycle very

quickly with weak perturbations.

Near the limit cycle, there is a function φ : Rn → S1 mapping a neighborhood of

the limit cycle to the one-dimensional phase along the limit cycle, Θj ∈ [0, Tj), where

Tj is the period of the uncoupled oscillator. Defining Θj = φ(Xj), the variable Θj

satisfies

dΘj

dt
= 1 +∇Xφ(Xj) · εj . (2.2)
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This analytically exact equation has to be further approximated because Xj is

not captured with the phase variables. However, since εj is small, I can approximate

Xj by X0(Θj) to get a simpler equation for Θj:

dΘj

dt
≈ 1 + Z(Θj) · εj(Θ1, ..., .ΘN) , (2.3)

where Z(Θ) := ∇Xφ(X0(Θ)). The function Z(Θ) is called the adjoint and satisfies

the linear equation

Z ′(Θ) = −DxFj(X0(Θ))TZ(Θ) . (2.4)

A normalization condition uniquely determines the solution to this equation (see [32]).

I make the assumption that the noise and coupling only affect the voltage component

(i.e., voltage is the first component so εj has 0 except in the first), which holds for

a wide class of neuron models. Thus, for the vector product (i.e., last term of RHS

of Eq. 2.3), the only relevant quantity is the first component of Z(Θ), which I call

∆j, the (infinitesimal) Phase Resetting Curve or PRC of the neuron. The PRC is

a periodic function that has negligible value at the end points because in neurons,

perturbations have negligible effect on the dynamics at the moment of a spike. The

PRC also proves useful as an experimentally measurable entity. The PRCs here are

are calculated with the program XPPAUT [61].

The result of applying the phase reduction and scaling Eq. 2.3 by Tj is the

following stochastic differential equation:

dΘj

dt
= ωj + qj

∑
k

Pj,k +
σ2

2
∆j(Θj)∆

′
j(Θj) + σ∆j(Θj)ξj(t) , (2.5)

where again the noise is independent, frequency is defined as ωj = 1
Tj

because the

phase variables Θj have been scaled to take on values in [0,1), and

Pj,k =
1

Tj
wj,k

1

Tj

∫ Tj

0

∆j(t)G(X0(t), Yk(t)) dt . (2.6)
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The first factor 1
Tj

is from the scaling. Yk(t) is the average value of presynaptic input.

∆j(t) is the time-scaled version of the PRC ∆j(t) := Tj∆j

(
t
Tj

)
. Here the noise level

ς is simply scaled by the period: σ = ς
Tj
. The term σ2

2
∆j(Θj)∆

′
j(Θj) is a result of

Itô’s Lemma because the original model (Eq. 2.1) is an Itô stochastic differential

equation (SDE). I model intrinsic heterogeneity with different ∆j (although there

is minuscule variation in ωj in the models considered), while network heterogeneity

is captured by qj that scales the presynaptic input.

2.2.2 Morris-Lecar Model

The specific multi-dimensional model I focus on is the Morris-Lecar model [51]. Al-

though this model has only 2 state variables (dynamics of voltage trace and potassium

gating), it is an ideal model for my purposes because my central focus is on intrin-

sic heterogeneity manifested with different PRCs. Indeed, a wide variety of PRCs

result through varying 4 parameters (Fig. 7C,D). The model dynamics consist of

multiple time-scales, three intrinsic ionic currents, and spike generation. At its core,

the dynamics of the voltage trace are modeled by the difference between an applied

background current and the intrinsic ionic currents, so
dVj
dt
∝ Iapp − Iion. Meanwhile,

potassium dynamics are modeled by the difference between the steady-state fraction

of open potassium channel at the current voltage level and the actual current fraction

of open channels, so dWJ

dt
∝ W∞(Vj)−Wj. The model is:

Cm
dVj
dt

= Iapp − gL(Vj − EL)− gKW (t)(Vj − EK)− gCam∞(Vj)(Vj − ECa)

− qj
M∑
k=1

wj,ksk(t)(Vj − Esynk
) + ςξj(t) ,

dWj

dt
= φ

W∞(Vj)−Wj

τW (Vj)
.

(2.7)
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The term ξj(t) represents an independent white noise process with strength ς and

Cm is the membrane capacitance. The parameters gL, gK , and gCa are the maximal

conductances for the leak current, potassium channels, and calcium channels, respec-

tively; EL, EK , and ECa are the corresponding reversal potentials. The functions in

the model are:

m∞(V ) =
1

2
[1 + tanh((V − V1)/V2)] ,

τW (V ) =
1

cosh((V − V3)/(2V4))
,

W∞(V ) =
1

2
[1 + tanh((V − V3)/V4)] ,

(2.8)

where m∞ and W model the steady-state fraction of open calcium and potassium

channels, respectively, and τW represents the time scale of potassium; V1 through V4

are the parameters that affect the intrinsic ion channel dynamics. All of the intrinsic

parameters are fixed except V3, V4, φ and the background current Iapp (see Table

1). These four parameters are varied to model intrinsic heterogeneity, resulting

in different PRCs (see Fig. 7C). In some circumstances, φ is calculated via the

temperature [18], but here it is assumed it can vary within the population.

Finally, the sum qj

M∑
k=1

wj,ksk(t)(Vj −Esynk
) represents the total pre-synaptic in-

put assumed to be feedforward from an unmodeled population. The parameter qj

models network heterogeneity; the values are chosen independently from a uni-

form distribution from positive values: qj ∼ U(qmin, qmax), with either [qmin, qmax] =

[0.005, 0.015] or [qmin, qmax] = [0.001, 0.003]. The same presynaptic input strength

can result in heterogeneous postsynaptic responses (see [25, 9] who modeled network

heterogeneity in a similar way). The coupling matrix wj,k is an N ×M matrix with

N = 730 neurons (population of interest) and M = 1000 synapses, k ∈ {1, . . . ,M},

consisting entirely of 0’s and 1’s. The coupling matrix is an Erdös-Rényi graph, with

the probability of connection of 0.3 for all wj,k (independently chosen). The random
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Table 1.: Morris-Lecar parameter values, both fixed for all cells and variable to create
intrinsic heterogeneity.

Fixed Values Value Value Value

Cm 20 µF
cm2 gl 2 mS

cm2 gK 8 mS
cm2

gCa 4 mS
cm2 EL -60 mV EK -84 mV

ECa 120 mV V1 -1.2 mV V2 18 mV

τrE 1 ms τdE 5 ms AE 2 EsynE 80 mV
τrI 2 ms τdI 10 ms AI 2 EsynI -60 mV

(a) The fixed parameters are from [51]. For synaptic parameters (τr, τd, A),
see Eqs. 2.9–2.10. The subscripts denote whether the pre-synaptic input is
excitatory (i.e., τrE) or inhibitory (i.e., τrI).

Intrinsic Heterogeneity Value

V3 12 mV to 1 mV
V4 17 mV to 31 mV
φ 0.06667 ms−1 to 0.04 ms−1

Iapp 47 µA
cm2 to 109 µA

cm2

(b) The parenthetical notation refers to the extreme ranges of excitability, ob-
tained from [61] files (mlecar.ode), that I consider which characterize how pe-
riodic firing arises.

number of presynaptic inputs to the N = 730 neurons is a minor source of variability

but not one of the significant sources of heterogeneity. The synapse variable sk(t) is

modeled by the following ODE system:

dsk
dt

=
−sk + ak

τd
, (2.9)

dak
dt

= −ak
τr

+ A
∑

δ(t− t∗) . (2.10)

The times t∗ when a instantaneously jumps a(t∗)→ a(t∗) + A are random, governed

by a homogeneous Poisson process with rate λ.

The synaptic kernel associated with the synapse model is:

s(t− t′) = H(t− t′) τras
τd − τr

(
e−(t−t

′)/τd − e−(t−t′)/τr
)

, (2.11)
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where H(x) is the Heaviside step function (1 if x > 0, and 0 if x < 0). Here I assume

τd > τr, commonly observed in cortical synapses.

2.2.3 Phase Reduction of the Feedforwad Morris-Lecar Network

The result of applying the general phase reduction method in section 2.2.1 to the

feedforward Morris-Lecar network with conductance-based synaptic input is described

here.

The noise level ς in the Morris-Lecar model is simply scaled by the period so

that:

σ =
ς

Tj
.

Recall that the time-scaled version of the PRC, ∆j(t), is defined as the following:

∆j(t) := Tj∆j

(
t
Tj

)
. As described previously for a general model (Eq. 2.5), I scale

time by Tj and use the dimensionless version of the PRC, ∆j. The feedforward

coupling term (Eq. 2.6) is approximated by:

Pj,k = ∆j(θ)wj,k
1

CmTj

∫ Tj

0

sk(t)(Esynk
− V LC

j (t)) dt , (2.12)

where V LC
j (t) is the unperturbed voltage in one cycle. The PRC is taken out of

the integral as an ad-hoc approximation, although partially justified because the

feedforward input is very noisy (synapses are driven by a Poisson process) and is

effectively pulse-coupled inputs when Esynk
is much larger/smaller than the possible

values of Vj(t) (see [62, 63] who use phase oscillator models of a similar form). Finally,

the synaptic input sk(t) is approximated by applying the synaptic filter (Eq. 2.11) at

all discretized points in the period and averaging because the synapses are driven by
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a Poisson process. Thus,

dΘj

dt
= ωj +

σ2

2
∆j∆

′
j + qjP̄j∆j + σ∆jξj(t) , (2.13)

Θj(t
−) ≥ 1, ⇒ Θj(t

+) = 0 , (2.14)

P̄j :=
∑
k

wj,k
1

Cm

〈
1

Tj

∫ Tj

0

s(t− t′)(Esynk
− V LC

j (t)) dt

〉
t′

, (2.15)

where 〈·〉t′ denotes the average over all t′ ∈ [0, Tj).

2.2.4 Asymptotic Approximation to the Firing Rate Distribution

Here I describe the phase reduction theory to capture the firing statistics of the full

Morris-Lecar feedforward network. The phase reduction (Eqs. 2.13–2.15) makes the

subsequent asymptotic calculations feasible. Stochastic systems are often character-

ized by a probability density equation which is described by a Fokker-Planck [64]

equation. Let

Pr
(

Θj(t) ∈ (θ, θ + dθ)
)

= %j(θj, t) d~θ . (2.16)

The corresponding Fokker-Planck equation of the jth neuron is:

∂%j
∂t

= − ∂

∂θ

{[
ωj + qjP̄j∆j(θj) +

σ2

2
∆j(θ)∆

′
j(θ)

]
%j −

σ2

2

∂

∂θ

{
∆2
j(θ)%j

}}
=: − ∂

∂θ

{
Jj(θ, t)

}
, (2.17)

with periodic boundary conditions: %j(θ = 0, t) = %j(θ = 1, t) and normalization∫ 1

0
%j(θ, t) dθ = 1. The firing rate of actions potentials is:

rj(t) :=
Pr (Θj(t) ≥ 1)

Unit Time
= Jj(θ = 1, t) . (2.18)

The probability flux Jj(θ, t) can re-written by differentiation to get:

∂%j
∂t

= − ∂

∂θ

{ [
ωj −

σ2

2
∆j(θj)∆

′
j(θj) + qjP̄j∆j(θj)

]
%j(θ)−

σ2

2
∆2
j(θ)

∂%j
∂v

}
.
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I am only interested in the steady-state solution (
∂%j
∂t

= 0):

0 = − ∂

∂θ

{ [
ωj −

σ2

2
∆j(θj)∆

′
j(θj) + qjP̄j∆j(θj)

]
%j(θ)−

σ2

2
∆2
j(θ)%

′
j(θ)

}
, (2.19)

0 =
∂

∂θ
{Jj(θ)} .

Since Jj(θ) is constant, I can pick a convenient θ, namely θ = 1, which gives the firing

rate of the jth neuron. This value of θ has the added benefit that the PRC vanishes

there at the moment of firing: ∆(1) = 0. Thus, the firing rate is simply:

rj = ωj%j(1) . (2.20)

I exploit the weak coupling and noise assumption by applying a standard asymp-

totic approximation to the P.D.F. %j to obtain an approximation for the firing rate of

the jth neuron and consequently the firing rate heterogeneity (i.e., standard deviation

across all rj):

%j(θ) = %0(θ) + ε%1(θ) + ε2%2(θ) +O(ε3) . (2.21)

The P.D.F. has to integrate to 1 (i.e.,
∫ 1

0
%j(θ) dθ = 1); I assume the following nor-

malization conditions for the asymptotic approximation of %:∫ 1

0

%0(θ) dθ = 1,

∫ 1

0

%l(θ) dθ = 0 ∀l ≥ 1 , (2.22)

so that any truncation from 0th order and onward results in the correct normalization.

Substituting Eq. 2.21 into Eq. 2.19 while assuming σ2 and qjP̄j are order ε gives:

Jj(θ) =

(
ωj − ε

σ2

2
∆j(θ)∆

′
j(θ) + εqjP̄j∆j(θj)

)[
%0(θ) + ε%1(θ) + ε2%2(θ)

]
− εσ

2

2
∆2
j(θ)%

′
j(θ) .

(2.23)

This results in a hierarchy of asymptotic equations (after dividing by εl). I impose the

condition that each order of the approximation for Jj has 0 derivative (with respect
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to θ), equivalent to assuming the steady-state Fokker-Planck Eq. 2.19 is satisfied in

all orders. The 0th order equation is simply:

Jj(θ) = ωj%0(θ) .

With the normalization condition:
∫ 1

0
%0(θ) dθ = 1 and the fact that Jj ≡ K0 is

constant (i.e., Jj has 0 derivative) results in %0 ≡ 1, giving the following 0th order

approximation to rj:

rj ≈ ωj . (2.24)

2.2.5 First Order Formula

The 1st order formula is derived via the O(ε) equation in Eq. 2.23. Note that:

%′j(θ) = ε%′1(θ) + ε2%′2(θ) +O(ε3) . (2.25)

Since %′j(θ) is multiplied by an order ε term (σ
2

2
), the resulting 1st order approximation

for Jj does not contain derivatives of %l:

Jj(θ) = ωj%1(θ)−
σ2

2
∆j(θ)∆

′
j(θ)%0(θ) + qjP̄j∆j(θj)%0(θ) . (2.26)

Setting Jj to a constant K1 via 0 = ∂
∂θ
{Jj(θ)} and substituting for %0 results in a

simple equation for %1:

K1 = ωj%1(θ)−
σ2

2
∆j(θ)∆

′
j(θ) + qjP̄j∆j(θj) ,

%1(θ) =
1

ωj

[
σ2

2
∆j(θ)∆

′
j(θ)− qjP̄j∆j(θj) +K1

]
. (2.27)
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The constant K1 is determined by integrating both sides from θ = 0 to 1 and using

the normalization condition:
∫ 1

0
%1(θ) dθ = 0.

0 =
1

ωj

[
σ2

4
∆2
j(θ)

∣∣∣∣1
0

− qjP̄j
∫ 1

0

∆j(θ)dθ +K1θ

∣∣∣∣1
0

]
,

0 =
1

ωj

(
−qjP̄j∆̄j +K1

)
,

K1 = qjP̄j∆̄j .

Thus, I have the following:

%1(θ) =
1

ωj

[
σ2

2
∆j(θ)∆

′
j(θ) + qjP̄j

(
∆̄j −∆j(θ)

)]
, (2.28)

where: ∆̄ :=
∫ 1

0
∆(θ)dθ. The resulting 1st order approximation is:

rj ≈ ωj + qjP̄j∆̄j . (2.29)

2.2.6 Second Order Formula

I derive a 2nd order approximation to the P.D.F. and firing rate analogously. Again

I am using Eq. 2.23, but I only consider O(ε2) this time.

Jj(θ) = ωj%2(θ)−
σ2

2
∆j(θ)∆

′
j(θ)%1(θ) + qjP̄j∆j(θ)%1(θ)−

σ2

2
∆2
j(θ)%

′
1(θ) (2.30)

From the equation for %1 (Eq. 2.28), I know:

%′1(θ) =
1

ωj

[
σ2

2
∆j(θ)∆

′′
j (θ) +

σ2

2

(
∆′j(θ)

)2 − qjP̄j∆′j(θ)] . (2.31)
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Then I substitute %1(θ) and %′1(θ) into the RHS of Eq. 2.30:

= ωj%2(θ)−
σ2

2
∆j(θ)∆

′
j(θ)

[
1

ωj

(
σ2

2
∆j(θ)∆

′
j(θ)− qjP̄j∆j(θ) + qjP̄j∆̄j

)]
+ qjP̄j∆j(θ)

[
1

ωj

(
σ2

2
∆j(θ)∆

′
j(θ)− qjP̄j∆j(θ) + qjP̄j∆̄j

)]
− σ2

2
∆2(θ)

[
1

ωj

(
σ2

2
∆j(θ)∆

′′
j (θ) +

σ2

2

(
∆′j(θ)

)2 − qjP̄j∆′j(θ))] .

I skip some of the straight forward yet tedious calculations. Assuming all order of %j

satisfy the equation 0 = ∂
∂θ
{Jj(θ)} as before, the equation for %2 is:

K2 = ωj%2(θ)−
1

ωj

[(
σ2

2
∆j(θ)∆

′
j(θ)

)2

+
σ2

2
qjP̄j

(
∆̄j∆j(θ)∆

′
j(θ)−∆2

j(θ)∆
′
j(θ)

)]

+
1

ωj

[
σ2

2
qjP̄j∆

2
j(θ)∆

′
j(θ) +

(
qjP̄j

)2(
∆̄j∆j(θ)−∆2

j(θ)

)]
− 1

ωj

[(σ2

2

)2
∆3
j(θ)∆

′′
j (θ) +

(σ2

2
∆j(θ)∆

′
j(θ)

)2 − σ2

2
qjP̄j∆

2
j(θ)∆

′
j(θ)

]
.

To distinguish the contribution of noise, network inputs, etc., the terms are grouped

by (σ
2

2
)2, (qjP̄j)

2, and the interaction between these two: σ2

2
qjP̄j:

K2 = ωj%2(θ)−
1

ωj

[(σ2

2

)2(
2
(
∆j(θ)∆

′
j(θ)

)2
+ ∆3

j(θ)∆
′′
j (θ)

)]
− 1

ωj

[
σ2

2
qjP̄j

(
∆̄j∆j(θ)∆

′
j(θ)−∆2

j(θ)∆
′
j(θ)

)]
− 1

ωj

[(
qjP̄j

)2(
∆2
j(θ)− ∆̄j∆j(θ)

)]
.

(2.32)

I solve for %2(θ) and K2 by integrating both sides in θ from 0 to 1, using the normal-
ization condition (Eq.2.22) and recalling that ∆j(0) = ∆j(1) = 0. Then, I have:

K2 = − 1

ωj

[(σ2

2

)2(
2

∫ 1

0

∆2(θ)(∆′(θ))2dθ +

∫ 1

0

∆3(θ)∆′′(θ)dθ

)
+
(
qjP̄j

)2(
∆2 − ∆̄2

)]
,

(2.33)
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where ∆2 :=
∫ 1

0
∆2(θ)dθ. This equation can be further simplified with integration by

parts:∫ 1

0

∆3(θ)∆′′(θ)dθ = ∆3(θ)∆′(θ)

∣∣∣∣1
0

−3

∫ 1

0

∆2(θ)(∆′(θ))2dθ = −3

∫ 1

0

∆2(θ)(∆′(θ))2dθ .

Eq. 2.33 is equal to:

K2 =
1

ωj

[(σ2

2

)2(∫ 1

0

∆2
j(θ)(∆

′
j(θ))

2dθ

)
+
(
qjP̄j

)2(
∆̄2
j −∆2

j

)]
. (2.34)

The final result for %2 using Eqs 2.32 and 2.34 is:

%2(θ) =
1

ω2
j

[(σ2

2

)2(∫ 1

0

∆2
j(θ)(∆

′
j(θ))

2dθ

)
+
(
qjP̄j

)2(
∆̄2
j −∆2

j

)]
+

1

ω2
j

[(σ2

2

)2(
2
(
∆j(θ)∆

′
j(θ)

)2
+ ∆3

j(θ)∆
′′
j (θ)

)]
+

1

ω2
j

[
σ2

2
qjP̄j

(
∆̄j∆j(θ)∆

′
j(θ)−∆2

j(θ)∆
′
j(θ)

)]
+

1

ω2
j

[(
qjP̄j

)2(
∆2
j(θ)− ∆̄j∆j(θ)

)]
.

(2.35)

Evaluating at θ = 1 greatly simplifies %2, the only value that matters for the firing

rate.

%2(1) =
1

ω2
j

[(σ2

2

)2(∫ 1

0

∆2
j(θ)(∆

′
j(θ))

2dθ

)
+
(
qjP̄j

)2(
∆̄2
j −∆2

j

)]
. (2.36)

The 2nd order approximation to the firing rate then is:

rj ≈ ωj + qjP̄j∆̄j +
1

ωj

[(σ2
2

)2(∫ 1

0
∆2
j (θ)(∆

′
j(θ))

2dθ

)
+
(
qjP̄j

)2(
∆̄2
j −∆2

j

)]
. (2.37)

Finally, I consider the standard deviation across the population predicted by the

analytic theory: σ(~r) = 1
N

∑N
j=1(rj − µ~r)2. I only use the 1st order approximation

(Eq. 2.29) in the firing rate heterogeneity approximation – the 2nd order formula is
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not useful for the large feedforward network.

σ(~r) ≈ σ(ω + q P̄ ∆) . (2.38)

(all variables in the standard deviation σ are vectors).

2.3 Results

2.3.1 Example with Homogeneous Networks

I start with an illustrative example that highlights the importance of properly ac-

counting for intrinsic dynamics. Consider the Morris-Lecar (ML) model with two

different parameter sets (Fig. 5). The voltage trajectories are similar and the phase

planes have minor discrepancies that are predominant in the W variable, so one would

naively think that the population response would be similar. However, I will show

that the population response can be different with two simple homogeneous networks

in Figure 6. Although experimentalists interested in systems neuroscience and cod-

ing tend to focus primarily on network coupling structure and synaptic dynamics,

cellular attributes alone can shape response statistics and subsequently provide a

mathematical explanation of these observations.

Consider two homogeneous populations of ML cells, each having different intrin-

sic dynamics (Fig. 5 and Eqs. 2.7–2.8) which I call SNIC (saddle-node bifurcation

on invariance circle) and Hopf. I use these names (SNIC and Hopf) because the stable

limit cycles emerge from these respective types of bifurcations. Each homogeneous
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population, of size N = 730, receives feedforward input that is heterogeneous, mod-

eled by a factor qj (i.e., network heterogeneity) that scales input from a feedforward

population of M = 1000, qj

1000∑
k=1

wj,ksk(t)(Vj − Esynk
); cells in the target population

are uncoupled. The coupling between the presynaptic and postsynaptic populations

is randomly and independently chosen (Erdös-Rényi graph), with the probability of

connection of 0.3 for all wj,k; all feedforward networks in this paper have this structure

(all except Fig. 10).

These two network models have vastly different population firing rate statistics

even when employing statistically identical input (Fig. 6). Not only are the mean

firing rates different, but the standard deviation of the population firing rate vary

more with network type (SNIC or Hopf) than the actual type of input (excitatory

versus inhibitory input, Fig. 6A,B). The SNIC network has consistently larger firing

rate heterogeneity than the Hopf network. The mean firing rate also changes more

significantly between excitatory and inhibitory inputs for SNIC cells than it does for

Hopf cells. This surprising result can be explained with the theoretical calculations

developed in this work (see the next section for more on this application). Note that

the bifurcation diagrams for each network (Fig. 6C,D) are very different, providing

a hint to a possible explanation of the observations; one network type has cells that

undergo a SNIC bifurcation and the other following a Hopf bifurcation with increased

current injection.
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2.3.2 Design of Heterogeneous Neurons

Biophysical neuron models often have many dimensions, and in a coupled network,

analysis is often intractable because of the dimensions and nonlinear processing of

presynaptic inputs. The assumption that both coupling and noise are weak, however,

allows the use of the phase reduction while still incorporating biophysically-realistic

dynamics. The phase-resetting curve (PRC) is a key entity in the phase reduction.

I use the common convention for the PRC that an excitatory input at phase θ will

delay the time until the next spike if ∆(θ) < 0 but will advance the time until the next

spike if ∆(θ) > 0 (see Fig. 7A). These advances or delays with perturbations natu-

rally impact firing rate. I have derived approximations to the individual firing rates

using 1st order Eq. 2.29. Specifically, the approximation to firing rate heterogeneity

(standard deviation across the population) is:

σ(~r) ≈ | ∆̄ |σ(P̄ q) .

This is derived from Eq. 2.38, noting that frequencies (ωj), integrated PRCs (∆̄ :=∫ 1

0
∆j(θ) dθ), and average input strength times noise (σ(P̄ q)) are all the same within

a population. Thus, independent of input type, the consistently lower firing rate

heterogeneity in the Hopf population occurs because the integral of the PRC ∆̄ is

smaller compared to the SNIC network; recall that all other components of the prior

equation are fixed. The ∆̄ are shown in Fig. 7D – the smallest value (dark blue) is

the Hopf and the largest value (dark red) is the SNIC. Note that how limit cycles

emerge has deep implications on the shape of the PRC, i.e., Hopf generally has large

negative region versus SNIC has mostly positive PRC [54]. SNIC is often called Type

I because the firing rate vs. input current curve is continuous, and Hopf is often called
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Type II because the firing rate vs. input current curve has a discontinuous jump.

Next I consider an ML network with both intrinsic heterogeneity via the PRC

and network heterogeneity in the same manner as before with a parameter qj. Exper-

imentalists often focus on either measuring intrinsic cellular attributes (uncoupled)

or synaptic dynamics and connectivity structure because of feasibility in recordings

and precise control. However, I show here that not only do both cellular and circuit

attributes matter, but they have to be taken together and not separately because

they interact nonlinearly to affect firing rate statistics. To this end, I have devel-

oped 68 parameter sets to model intrinsic heterogeneity by systematically varying

four parameters: effective input current and three others related to recovery variable

dynamics (see Table 1). The effective input current is varied to ensure all cells have

an approximate period of 85 ms when varying the other three parameters (see all limit

cycles in Fig. 7B and PRCs in Fig. 7C). The PRC of a prototypical SNIC or Type

I oscillator [54] would result from parameters similar to the following: V3 = 12 mV,

V4 = 17 mV, and φ = 0.06667 ms−1. Meanwhile, the PRC of a prototypical Hopf

or Type II oscillator [54] would result from parameters on the opposite extremes:

V3 = 1 mV, V4 = 31 mV, and φ = 0.04 ms−1. I produced intermediate PRCs by

uniformly selecting the three parameter values from the ranges bracketed by these

prototypical values and then adjusting current to establish periodic uniformity. Fig-

ure 7 also shows the integrals of the 68 PRCs ∆̄ (Fig. 7D), which has already been

noted as important for firing rate heterogeneity. There are notable differences in the

both the PRCs and its integral ∆̄.
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2.3.3 Heterogeneous Networks with Excitatory Presynaptic Input

The network in Fig. 8 is from duplicating the unique set of 68 parameter sets to obtain

a larger network of N = 730 with a wide range of intrinsic dynamics; the network

is feedforward with unmodeled ‘pre-synaptic’ neurons that only provide excitatory

presynaptic input. This network has both intrinsic heterogeneity via the PRCs (Fig.

7C) and network heterogeneity via the qj parameter that scales the network input.

I perform Monte Carlo simulations to accurately capture the firing rate hetero-

geneity. With both sources of heterogeneity chosen independently, there is significant

heterogeneity in neural firing (measured by the standard deviation across the entire

population (Fig. 8A)) even though the intrinsic periods are roughly equal ωj ≈ ω

(Fig. 7C). Recall the firing rate heterogeneity approximation Eq. 2.38 (σ(ω+q P ∆̄))

that has the term:

q P ∆̄.

My calculations predict that the relative level of firing rate heterogeneity can be modu-

lated by changing the relationship, or correlation, between components of the intrinsic

∆̄ and network heterogeneity q (neglecting P , average synaptic input). Specifically,

if qj is negatively correlated with ∆̄j, the firing rate heterogeneity will be relatively

smaller since the product of large and small numbers will not deviate much cross the

population j = 1, . . . , N . Contrast that when the correlation is positive: the product

of large with large and small with small numbers willl result in larger heterogeneity

across the population. Note that given a vector of ∆̄j values, I can generate qj so that

the vector of q and ∆̄ have any specified (Pearson’s) correlation coefficient (see [28,

4]). Indeed, this prediction is precisely what is shown in the Monte Carlo simulations
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(Fig. 8B on a cell-by-cell basis and Fig. 8D); these trends are captured by both the

1st order (Eq. 2.29) and 2nd order (Eq. 2.37) approximations.

The 1st theory is valuable, producing significantly less error than the 0th order

theory that just incorporates intrinsic frequency (Fig. 8C). Fig. 8A–B displays that

the error of cell-to-cell firing rate approximations increases with actual firing rate,

which is not surprising since the deviations from the uncoupled system ε are relatively

large. However, the trends are still captured qualitatively with the phase reduction

theory, and the cell-to-cell error appears to be largely independent of correlation (Fig.

8B). From Fig. 8C, one can see that firing rate heterogeneity approximation is better

with ρ(∆̄, q) < 0, and the error increases with ρ. The 2nd order approximation (Eq.

2.37) does not improve the predictive power; in fact it is slightly less accurate yet

more complicated than the 1st order approximation. I will return to the 2nd order

theory for a specific case where it is useful.

2.3.4 Heterogeneous Networks with Balanced Input

I next apply the theory with the same heterogeneous ML neurons but with presynaptic

input from both excitatory and inhibitory conductance-based inputs. The Poisson

process input rates are scaled to three levels: λE = 0.2 and λI = 0.1, λE = 0.4

and λI = 0.2, and λE = 0.8 and λI = 0.4. In Fig. 9A and B, I show the cell-to-cell

comparisons for the 1st order approximation (Eq. 2.29) with Monte Carlo simulations,

including just the two extreme correlation values, ρ = −0.7 and ρ = 0.7. Seen in Fig.

9C–D, the asymptotic approximation becomes very inaccurate as firing rates increase,

but it still qualitatively captures the mean firing rate trends (Fig. 9C) and the firing
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rate heterogeneity trends (Fig. 9D). In Fig. 9C–D, with a fixed correlation, the

approximation captures how the firing rate changes with presynaptic input rate (i.e.,

varying 1X, 2X, 3X with a fixed color); also, the approximation captures how the

mean and standard deviation both increase with correlation (fixing synaptic input

rate, gray lines connecting stars and squares).

2.3.5 Application of Second-Order Theory

Thus far, the 2nd order approximation to the firing rate has not been any more

informative than the 1st order approximation. This result was initially quite puzzling

because one would expect that the 2nd order approximation to be more accurate

than 1st order, at least for small, perhaps minuscule parameters. However, even with

very small parameters, the 2nd order approximation does no better in any of the

networks considered. Upon further investigation, I find that both terms in the 2nd

order approximation (see Eq. 2.37 or Eq. 2.40) are positive for all of the networks

thus far, so no matter how small the parameters are, this observation will hold since

the 1st order approximation generally overestimates all firing rates. It would seem

that the 2nd order approximation yields no information, but note that it can likely

account for differences in how the noise parameter σ or other aspects of the PRC

(∆2, ∆′, ∆̄2 :=
∫

∆2(θ) dθ) affect firing rate. Thus, I demonstrate the value of this

calculation on two single phase oscillator SDEs where I have more precise control over

the components (i.e., ωj, qjP̄j, σ), rather than having the components endowed from

the full coupled network. Consider the simpler equation (based on Eq. 2.13):

dΘj

dt
= 1 +

σ2

2
∆j∆

′
j +Q∆j + σ∆jξj(t) , (2.39)
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where the intrinsic frequency is set to 1 and the network heterogeneity (formerly qjP̄j)

is treated as a specified parameter Q. The 2nd order approximation is then (see Eq.

2.37):

rj ≈ 1 +Q∆̄j +

[
σ4

4

∫ 1

0

∆2
j(θ)(∆

′
j(θ))

2 dθ +Q2
(
∆̄2
j − ∆̄2

j

)]
. (2.40)

I select two cells where the integrals of the PRCs (∆̄) are similar but the dynamics

of the PRCs are drastically different (Fig. 10A). These two PRCs are obtained from

the full ML network but scaled to have (arbitrary) units of phase. Consequently,

while the 1st order theory (Eq. 2.29) would predict similar firing rates, the 2nd order

theory (Eq. 2.40) might capture the discrepancies between the two cells via the

additional terms. In the bar charts of Figure 10B, note that the Q and Q2 terms

in Eq. 2.40 do not vary much, while there is a relatively large discrepancy in the

σ4 term. Thus, my theory indicates that the variation in the noise/coupling term σ,

rather than the network strength Q, drives the difference in firing rate of the cells.

As σ increases, the 2nd order calculation predicts that Cell II will then fire at a faster

rate than Cell I (Fig. 10D). The Monte Carlo simulation corroborates the theory

(Fig. 10C), with Cell I’s firing rate only mildly increasing with the increase in noise

and coupling while Cell II’s firing rate increases at a far more significant rate. The

theory qualitatively matches the results for both cells up to approximately σ = 25,

at which point the assumption of weak noise and coupling has been violated because

σ 6= O(ε). Therefore, the 2nd order firing rate approximation is valuable in capturing

firing rate dynamics despite quantitative inaccuracies in the models.
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2.4 Discussion

Analyzing the modulation of firing rate heterogeneity in model neural networks could

potentially link how neural attributes (cellular and circuit) are related to efficient

coding. As seen in Figure 6, seemingly similar populations of neurons receiving the

same synaptic input can have significantly different firing rate means and standard

deviations. This statistical discrepancy demonstrates that one cannot ignore intrinsic

heterogeneity. I then considered a feedforward network with combined intrinsic het-

erogeneity and network heterogeneity in order to evaluate their nonlinear interaction.

My asymptotic calculations, developed from phase reduction analysis, succinctly cap-

tured the impact of how sources of heterogeneity lead to firing rate heterogeneity in

several feedforward networks: with excitatory input only and with different levels of

balanced excitatory and inhibitory input.

Using this theory, I could effectively modulate the level of firing rate hetero-

geneity by altering the correlation structure between sources of intrinsic and network

heterogeneity in a biophysical (Morris-Lecar) model. The elegant 1st order theory

demonstrates the impact of phase-resetting curves on firing rate statistics and its

nonlinear interaction with network input. Although the calculations are less accurate

if the weak noise and coupling assumptions are violated, they still captured the over-

arching trends of intrinsically oscillating neurons in these feedforward networks. The

2nd order theory is not any more informative than 1st order in the large feedforward

networks. However, the 2nd order theory could account for the impact of noise on

firing rate dynamics in single cell models (Fig. 10), giving an overall more complete

asymptotic theory. Unlike many common spiking models (e.g., leaky integrate-and-
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fire), I have incorporated biophysically realistic intrinsic dynamics with significant

heterogeneity.

The spike threshold of the cell (or equivalently, the intrinsic frequency of the

phase oscillator) is a crucial attribute that controls output firing rates, since low

threshold (high intrinsic frequency) will directly cause high firing rates and vice-

versa. Thus, variable spike threshold or frequency is a common way to induce intrinsic

heterogeneity [13, 65, 4, 28]. Threshold heterogeneity has been shown experimentally

in cortical cells [66] and has crucial effects in the electrosensory system [65] and others

[67]. I did not focus on spike threshold as an intrinsic heterogeneous attribute because

the interaction between network heterogeneity and heterogeneity in these variables

was unsurprising and had been analyzed before by [28]. A low effective network

strength correlated with high spike threshold would of course lead to lower firing

rate heterogeneity, while the opposite would lead to higher firing rate heterogeneity.

These results are fairly intuitive and consistent with this work’s results, so I focused

on the relationship between effective network strength and intrinsic phase-dependent

response to inputs because the results are not obvious. Thus, accounting for cellular

response over a cycle, beyond just the spike frequency, should be a consideration to

experimentalists to account for different neural responses.

Although the oscillating regime is not always applicable for neural dynamics,

there are many times when neural networks can at least be well-modeled by oscillators

(also see [68]). Neural oscillator models have already been successfully used to model

the olfactory system [33, 40] as well as breathing [69] and locomotion [70]. There

are other mathematical frameworks that account for oscillatory dynamics [58, 57, 60]

generated from excitable cells [71, 37] that I have not used here because of the phase
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oscillator assumption, but they may be effective in analyzing (intrinsic) firing rate

heterogeneity.

Neural networks were the underlying motivation for this work, but the general

framework of using phase reduction methods to study output heterogeneity from

nonlinear interaction of heterogeneous components might generalize to other fields.

Indeed, there is a long history of using phase reduction methods in biology and

other fields. Winfree pioneered the approach for biological systems of synchronized

oscillators, with a particular focus on circadian rhythms [72, 73]. Kuramoto’s model

of coupled oscillators is usable for such phenomenon as the Belousov-Zhabotinsky

chemical reaction [53, 74, 75]. The call and response of two tree frogs, an anti-phase

synchronized system, can also be modeled via phase oscillators [76]. In engineering,

the leg movements of passively walking robots [77], electric circuits powering flashing

LEDs with periodicity [78], and injection locking of neighboring electric circuits and

lasers [79] all have limit-cycle oscillations.

The exact relationship of various heterogeneous components, such as the cor-

relation of q and functions of ∆, is not precisely known, so I systematically varied

these entities in this modeling study. However, [80] labeled and classified 1600 neu-

rons and their connectivity profiles in the mouse visual cortex in vitro. Some other

experimental studies suggest that heterogeneous attributes are not random but have

structure [25, 81, 26]. Thus, technological advances may lead to opportunities to

experimentally measure these relationships. This theoretical study explores the con-

sequences on spiking statistics with idealized relationships to provide a better sense

of how heterogeneity and relationships between forms of heterogeneity shape neural

responses. This work complements studies of how entities that are difficult to measure
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experimentally (i.e. intrinsic and network diversity) affect firing rate activity, which

is easier to measure. Such theories are necessary to ultimately understand how the

relationship of neural attributes affect neural coding.
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Fig. 5.: The Morris-Lecar model with two different parameter sets. A) Voltage and potas-
sium gating variable trajectories with no coupling and weak noise, ς = 3 (see Eqs. 2.7–2.8
with v3 = 12, v4 = 17, φ = 0.06667, Iapp = 47). B) Corresponding phase plane for variables
in A, with an asymptotically stable limit cycle. C) Similar to A with no coupling and weak
noise, ς = 3, but with a different parameter set (v3 = 1, v4 = 28, φ = 0.042, Iapp = 97.5).
D) Corresponding phase plane for variables in C, again with an asymptotically stable limit
cycle. The parameters v3, v4 and φ control the dynamics of the W variable.
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Fig. 6. Population firing rate for homogeneous Morris-Lecar neurons receiving (heteroge-
neous) feedforward synaptic input. A) The resulting population firing rate for two homoge-
neous populations (SNIC is from Fig. 5A,B, Hopf is from Fig. 6C,D). The two populations
have vastly different mean firing rates and standard deviations (i.e., heterogeneity) with the
same synaptic input despite similar trajectories (Fig. 5). The gray whiskers bars represent
3 standard deviations for visual purposes. B) Same data as in A except showing all N = 730
cell’s firing rate. C) The bifurcation diagram of the SNIC model and the Hopf model (D)
indicate that the intrinsic dynamics are vastly different despite similar trajectories (red star
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statistically identical for each of the two homogeneous populations, with a Poisson pro-
cess input rate of λ = 20 Hz and network heterogeneity: qj ∼ U(0.001, 0.003) (uniform
distribution, mean=0.002); see Table 1 and Eqs. 2.9–2.10.
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Fig. 8. A) Cell-to-cell comparison of firing rate of cell population (N = 730) for Monte
Carlo simulation of ML model versus phase reduction theory, with qj and ∆̄j uncorrelated.
Note that the 2nd order approximation closely follows the 1st order approximation. B)
Cell-to-cell comparison of firing rate by Monte Carlo simulation of ML model versus 1st

order phase reduction theory at various correlations between qj and ∆̄j . The range of firing
rates grows larger as the correlation is increased from ρ = −0.7 to ρ = 0.7. C) Mean
absolute error of approximations across five correlation levels. The 1st order approximation
significantly reduces error compared to 0th order approximation and slightly outperforms
2nd order approximation. D) Firing rate heterogeneity (standard deviation) with five cor-
relation levels. The phase reduction theory qualitatively captures the increase in firing rate
heterogeneity as the correlation between qj and ∆̄j increases from ρ = −0.7 to ρ = 0.7.
Here qj ∼ U(0.005, 0.015) (uniform distribution, mean=0.01). Using the Brown-Forsythe
test for equal variance on the Monte Carlo firing rates, I find that the standard deviation of
the firing rates is statistically significant between all levels of correlation (significance level
α = 0.01).
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Fig. 9. A) Cell-to-cell comparison of firing rates for ρ = −0.7 but now for balanced net-
work of E and I inputs with three different levels of presynaptic firing rates. The asymptotic
theory becomes less accurate as the presynaptic firing rate increases but still qualitatively
follows the ML model (Monte Carlo). B) Cell-to-cell comparison but for ρ = 0.7. The
asymptotic theory qualitatively captures the increasing firing rate and firing rate variabil-
ity. C) Comparison of mean firing rates at five different correlation levels. Though error
increases as synaptic input rates (1X to 3X) increase, the relationship between correlation
structure and mean firing rate is still captured by the approximation. D) Comparison of
firing rate standard deviations at five different correlation levels. Again, error increases as
synaptic input rates increase, but the approximation still qualitatively predicts the increase
in heterogeneity as correlation increases from negative to positive. Here qj ∼ U(0.005, 0.015)
(uniform distribution, mean=0.01). I again using the Brown-Forsythe test for equal variance
to evaluate the Monte Carlo firing rates for all three balanced networks. At significance
level α = 0.01, I find statistically significant differences in firing rate standard deviation
between all pair-wise comparisons of the five correlation levels for each network.
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Fig. 10. A) The PRCs for both cells have similar integrals but demonstrate distinct
behavior captured by the 2nd order theory B) Only the term associated with σ4 differs
noticeably between cells (here σ = 10 and Q = 0.5). Thus, noise drives the difference in
firing rate. C) Monte Carlo simulation of firing rate as σ varies. This difference in firing
rate is not predicted by the 1st order theory. D) 2nd order theory for both cells, which
qualitatively captures the faster firing rate for Cell II as noise increases.
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CHAPTER 3

STATISTICAL ANALYSIS OF DECODING PERFORMANCE OF

DIVERSE POPULATIONS OF NEURONS

3.1 Summary of Project

After analyzing heterogeneity through a theoretical approach, I turn to analysis of

actual experimental results, studying the relationship between stimuli and the neural

response in weakly electric fish. I find that the intermediate levels of heterogeneity is

indeed a signature of accurate decoding of stimuli, and this result holds for multiple

metrics, including the `1-norm of error, error weighted by Bayesian uncertainty, and

Pearson’s correlation coefficient. A notable addition in my analysis is the use of R2 as

a quality-of-fit statistic to assess the strength of the quadratic regression beyond its

statistical significance via p− values. In addition, decoding performance is enhanced

as the network size increases, both in terms of reduced error and increase correlation

strength, confirmed by ANOVA tests and corresponding effect size calculations. This

results is consistent with theories of population coding [8, 87]. Although decoding

performance is variable for a particular level of heterogeneity, this detailed study

shows that intermediate levels of heterogeneity in all of the core attributes of GLM

can result in optimal decoding of stimuli and that this trend holds for all of the

network sizes considered.
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The paper for this study with Cheng Ly has been accepted for publication in

Neural Computation.

3.2 Methods

I fit generalized linear models (GLM) [82, 83, 84] to in vivo electrophysiological

recordings of apteronotids weakly electric fish, from the same animal. GLMs are

commonly used in many systems, and have many desired features, including the

existence of an optimal fit to the encoding model and Bayesian decoding via maximum

a posterior (MAP) estimate of the stimulus given the population spiking response

[84]. In a given time interval, the task of decoding the same random input with a

network model fit to a random prior time mimics realistic conditions, as opposed

to decoding the trial- or time-averaged statistics of inputs [7] or using trial-/time-

averaged experimental data to well-fit a statistical model. In considering decoding of

stimuli for physiologically relevant time periods of several hundreds of milliseconds,

I thus have many time intervals of the noisy input to assess decoding. I am then

able to estimate statistical measures of model fits with sufficient statistical power to

assess whether the diversity of the components of GLM are significant for accurate

decoding.

MATLAB code implementing these methods is based on previously written code

by [83], [88], and [7]. It can be found here:

https://github.com/wendlingk/NeuroGLM.
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3.2.1 Generalized Linear Model

For my GLM construction, I adopt work previously developed by [84]. As noted

before, neural spike trains are often modeled by a Poisson Process. On the surface,

the spike trains seem to follow a mostly random pattern based on a rate, so we

initially represent the firing rate at time t as a function λ(t), which is known as the

instantaneous firing rate (firing rate intensity at time t).

3.2.1.1 Neural Dynamics Contributing to Model

Initially, instantaneous firing rate could be visualized as a Homogeneous Poisson

Process where for rate λ, λ(t) = λ∆ t. However, one can recognize that though the

system is still noisy, the stimulus has an impact on the probability of a spike, and

the spike train is well-modeled by an Inhomogeneous Poisson Process, with firing rate

intensity varying through time [89, 19]. Churchland, et. al. [90], demonstrate that

neurons in the presence of stimuli follow this pattern by utilizing the Fano factor

(F = σ2

µ
) on neural firing rate. If neurons followed a Homogeneous Poisson Process,

the variance and mean of would both be equal, so F = 1. However, Churchland,

et. al., observe that the Fano factor drops well below 1 in the presence of stimuli

due to a significant drop in the firing rate variance, indicative of an Inhomogeneous

Poisson Process. So, the function can be updated to λ(t|x), where xt is the vector

of stimuli in the time window immediately prior to time t. The stimulus vector xt

is transformed by a temporal filter called the stimulus filter k, which is a series of

coefficient estimates for different lags back in time.
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At this point, I could construct a fairly straightforoward model, but now I add a

further complication: spike history. First and foremost, the inclusion of spike history

is important for capturing the refractory period of a neuron. There is an absolute

refractory period just after a neuron fires where another spike is impossible, followed

by a relative refractory period where a spike is less likely, requiring a stronger stimuli

for it to occur [15]. [19] note, however, that just addressing the refractory period

in a model leaves much of spike variability unexplained. Neurons under certain cir-

cumstances can also fire in periodic bursts of action potentials rather than in regular

intervals. Other biophysical dynamics also occur, such as spike-rate adaptation and

plasticity. Spike-rate adaptation is the lengthening of interspike intervals as a neuron

receives a constant current. Plasticity, meanwhile, takes on two primary types: facil-

itation (the probability of neurotransmitter release increases after initial release) and

depression (the probability of neurotransmitter release decreases after initial release)

[19].

Considering all these varying biophysical processes in a neuron, the inclusion of

spike history in a model is justified. This history can be incorporated via a post-

spike filter h, which measures how recent spikes in the neural spike train rt affect

the current firing probabilities. With this added dimension, the function becomes

λ(t|xt, rt). The goal of the generalized linear model is to determine how exactly

these components influence firing rate dynamics. Such a construction is beneficial, as

the GLM has proven to be an accurate encoding model and there is a global maximum

in the maximum likelihood function if the link function is concave up [84, 7].
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3.2.1.2 GLM Construction

Thus, I have a GLM construction where neural spike trains are modeled by an in-

homogeneous Poisson Process, with “1” representing a spike and “0” representing

no spike. The parameters that will be estimated are the stimulus filter k and the

spike history filter h, together with a constant (bias) correction b. The three parts

of a GLM are the linear predictor for this response, the distribution of the response

variable (already indicated as as a Poisson Process), and the link function between

these two components.

The linear predictor of the GLM requires estimating the parameter vector β =

[b; k; h]. The model matrix is A = [1 X R], where X is the stimulus matrix through

time and and R is the spike history matrix through time. For time t, let a single row

of the model matrix be A′t = [1 x′t r
′
t]. The linear predictor for time t then is:

A′t β = b+ x′t k + r′t h . (3.1)

As indicated by Myers, et. al. [91], the “canonical link” for a Poisson distribution

is the log link (g(a) = ln(a), where a is the response); it ensures nonnegative predic-

tions and has been commonly employed [84]. With this link function and the linear

predictor for a mean response µt at time t, the link between the response distribution

and the linear predictor is defined as follows: g(µt) = ln(µt) = A′tβ. The inverse

function can be used to predict the instantaneous firing rate for time t:

λ(t|xt, rt) = eb+x
′
t k+r

′
t h . (3.2)

This construction is a special GLM known as a Poisson Regression model more gen-
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erally in statistics [91] and as a linear-nonlinear Poisson (LNP) cascade model in the

context of neural encoding models. In neural coding literature, the log link is referred

to as the static or point nonlinearity [92, 93, 82].

3.2.1.3 Maximum Likelihood Estimators for the GLM

With a specified response distribution, linear predictor, and link function for the

model structure, I can use maximum likelihood estimators (MLEs) to estimate βi =

[bi;ki;hi] for each of the N cells for a time duration T . Since µt = eA
′
tβ for a

single cell at time t, across a whole time segment: µ =
∫ T
0
eA

′
tβ dt. Note also that

Ai = [1 Xi Ri] is the model matrix for each cell, so A′t,i represents row t of neuron

model i. With sample responses rt,i from vector rt,i and means µi, the likelihood

function that utilizes the PDF of a Poisson distribution is:

L(β,xt) = p(rt|xt,β) =
∏
i,t

fi(rt,i)

=
∏
i,t

µ
rt,i
i eµi

rt,i!

=

[∏
i,t µ

rt,i
i

][
exp(−

∑
i,t µi)

]
∏

i,t rt,i!
.

Maximizing this function would be difficult, but a useful principle of MLEs it that

one can extract the same MLE of β using the log transform of the likelihood function.
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After which, I substitute µi with µi =
∫ T
0
eA

′
t,iβi dt.

ln[p(rt|xt,β)] =
∑
i,t

rt,i ln(µi)−
∑
i,t

µi −
∑
i,t

ln(rt,i!) (3.3)

=
∑
i,t

rt,i ln
(∫

t

eA
′
t,iβi dt

)
−
∑
i,t

∫
t

eA
′
t,iβi dt−

∑
i,t

ln(rt,i!)

=
∑
i,t

rt,i

∫
t

ln
(
eA

′
t,iβi dt

)
−
∑
i,t

∫
t

eA
′
t,iβi dt−

∑
i,t

ln(rt,i!)

=
∑
i,t

rt,i

∫
t

[
A′t,i βi + ln(dt)

]
−
∑
i,t

∫
t

eA
′
t,iβi dt−

∑
i,t

ln(rt,i!) .

The first term is multiplied by the spike train value at time t for cell i, so it will only

be nonzero at spike times tα,i. There are constant terms that are ignored because they

do not affect βi: ln(dt) and the last summation term, which collectively are denoted

with C. I then substitute in the linear predictor for At,i βi and get:

ln
[
p(rt|xt,β)

]
=
∑
i,t

[
rt,iA

′
t,i βi − e

A′
t,i βi dt

]
+ C (3.4)

=
∑
i,t

[
rt,i (bi + x′t,i ki + r′t,i hi)− e

bi+x
′
t,i ki+r

′
t,i hi dt

]
+ C . (3.5)

This has to be calculated numerically. A common estimation method for GLMs

is iteratively reweighted least squares [91]. [84] specifically use the conjugate gradient

method for their LNP cascade models. I will use a quasi-Newton algorithm1 as the

optimization routine for the function fminunc in MATLAB. This method employs

the direction of steepest descent, determined by the negation of the log likelihood

gradient ∇ f(β) = ∂
∂ β

(ln[p(rt|xt,β)]), and it also constructs the Hessian matrix, the

negation of the second derivative of the negative log likelihood. Since the neurons are

1Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm is the quasi-Newton al-
gorithm used in MATLAB.
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uncoupled, the GLM parameter estimates can be calculated independently for each

cell. Differentiating in terms of βi for cell i, the gradient and the Hessian for the

likelihood are the following:

∇i f(βi) =
∑
t

[
rt,iA

′
t,i −A

′
t,i e

A′
t,i βi dt

]
, (3.6)

Hi =
∑
t

[
At,i e

A′
t,i βiA′t,i dt

]
. (3.7)

The algorithm iterates down the steepest descent determined by the negation of

the gradient until the gradient is approximately zero. At this point, I have the

following structure with some constant Di, a Hessian matrix Hi, and an optimal set

of parameter estimates β∗i :

∇i f(βi) = Hi β
∗
i +Di = 0 . (3.8)

Thus, the optimal set of parameter estimates is β∗i = −H−1i Di.

3.2.1.4 Filter Initialization for MLE

For the numerical iteration, I set up the initial parameter values for the encoding

GLM. The constant scalar correction b0 from Equation 3.2 is initialized at 0. For the

stimulus filter k, I can directly adjust its length; I address in the next section how

I determine what time span is most appropriate. The initialized vector for k is the

spike-triggered average (STA) of the stimulus, an averaging of the stimulus vectors

that proceed spikes. That is, for each spike time tα, there exists a stimulus vector xt∗
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immediately proceeding that time such that the STA for S spikes is the following:

kSTA =
1

S

S∑
i=1

xt∗ .

Paninski [94] demonstrates an algorithm that slightly modifies this result to make

the STA a more robust estimator of k and consequently make maximum likelihood

estimators more reliable. Pillow [82] notes that the STA serves as an unbiased initial

estimate for the direction of k, so maximum likelihood estimators can be more pre-

cise. Basis vectors are then utilized that span the relevant time window in order to

determine the MLE of the filter with these initial conditions. See Figure 11a for the

15 basis vectors used in the encoding model to estimate k.

The length of the post-spike filter h is determined by a pair of initial conditions:

the number of h basis vectors (used as weights for different time windows) and the

time of the last basis vector peak before the end of the relevant time window. A

denser set of basis vectors actually decreases the length of h, while the further back

in time the last basis vector peak is, the greater the length that h needs to be. For

the encoding model, there were 15 basis vectors used to estimate h, which can be

seen in Figure 11b. In the next section, I also explain how I determined the time of

the last basis vector peak.

3.2.1.5 Optimal Filter Lengths

Both the stimulus filter and the post-spike filter are implemented as vectors; here I

describe the method used to set the optimal vector lengths. If the vectors are too

short, I risk excluding relevant information and biasing the predictions. However, if
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Fig. 11. Each basis vector weights a different region of the time window, and together they
are used to find the maximum likelihood estimates of the filters.

they are too long, I am including variables that do not have strong predictive power

and risk overfitting the training data. To resolve this, I minimize the negative log of

likelihood ratio test (NLL) over a large random sample. The time series is split into

10 training sets, and in each set I systematically evaluate combinations of stimulus

filter lengths and post-spike filter lengths.

Note that 2NLL, the deviance, follows a chi-squared distribution, and is deter-

mined by two times the negative log of the likelihood ratio test statistic between the

null model (only constant b0) and the optimal model. The degrees of freedom are

determined by the difference in the number of parameters, and thus 2NLL is dis-

tributed as a chi-squared distribution with |k|+ |h| degrees of freedom. In addition,

independent chi-squared variables can be summed. Since the 10 training sets are

independent of one another due to their significant separation through time, I add all

of the NLL values for the training sets to get a summed negative log likelihood value

for every filter length combination. Two times this composite NLL would also be dis-

tributed as chi-squared distribution with 10(|k|+ |h|) degrees of freedom. From the
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heatmap in Figure 18C, one can see that the optimal stimulus filter and post-filter

combinations are at times 80 ms and 90 ms for the stimulus filter and time 180 ms

for the post-spike filter2. I choose to use fewer coefficients in the stimulus filter for

computational efficiency. Note that this is a choice for what works best on average

across neurons and time, rather than the optimal choice for individual cases, for ease

of GLM construction.

3.2.2 Decoding of Stimulus

For each cell in the uncoupled network, the GLM is constructed from a random

segment in time of length 200 ms (80 time bins of 2.5 ms each), where each cell could

be fit to a different time period. The decoding of the stimulus, or MAP estimate,

is performed on a random 417.5 ms time interval after the latest time segment used

to fit the model. Note that a given network of cells decodes stimuli in the same

time segment, and an encoding GLM is constructed for each cell in the network for a

portion of the interval just before the decoding region.

To construct the prior stimulus, I incorporate the statistics and the autocorrela-

tion structure from the stimulus used in the training set. First, I randomly generate a

normally distributed time series x0 with the same parameters as the training stimu-

lus (N (0, 1)). Then, after calculating a Cholesky factorization on one of the training

covariance matrices, C = LTL, I can produce an instance of the prior stimulus,

xprior = Lx0, that is used as the starting point for the optimization algorithm. The

2The 180 ms is the time for the last basis vector used for h, resulting in a total
post-spike filter length of 240 ms
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log likelihood of the prior, given that it is Gaussian with mean µ = 0 and covariance

matrix V , can be calculated as follows:

L(µ, V ) = p(xt|µ, V ) =
N∏
i=1

f(xt) ,

p(xt) =
N∏
i=1

(2π)−1/2 V −
1
2 exp(−1

2
x′t,i V

−1 xt,i) ,

ln
[
p(xt)

]
= −N

2
ln(2π)− 1

2
ln(V )−

N∑
i

1

2
x′t,i V

−1 xt,i . (3.9)

Recall the implementation of Bayes’ Rule in Equation 3.15. In order to determine

the log likelihood of the posterior, I will take the log of both sides of the equation,

substitute p(xt|µ, V ) in from Equation 3.9 above and p(rt|xt,β) from Equation 3.4,

and label terms invariant in xt as constant C.

ln
[
p(xt|rt)

]
= ln

[
p(rt|xt,β)

]
+ ln

[
p(xt|µ, V )

]
− ln

[
pi(rt,i|λ)

]
= −

∑
i,t

[
rt,i (bi + x′t,i ki + r′t,i hi)− (ebi+x

′
t ki+r

′
t,i hi) dt

]
+
N

2
ln(2π) +

1

2
ln(V ) +

∑
i

1

2
x′t,i V

−1 xt,i + ln
[
pi(rt,i|λ)

]
=
∑
i,t

[
(ebi+x

′
t,i ki+r

′
t,i hi) dt− rt,i x′t ki +

1

2
x′t,i V

−1 xt,i

]
+ C . (3.10)

I want to determine what stimulus xt minimizes the negation of the log likelihood

function given above (i.e. the mode vector that would maximize the posterior like-

lihood p(xt|rt,β,µ, V )). The methodology is similar to the MLE for the encoding

GLM. As before with the encoding GLMs, the quasi-Newton algorithm is employed

with the MATLAB function fminunc, but here I incorporate the prior xprior as an

initial condition for the iterative process that arrives at xMAP . For an individual

neuron, the gradient and the Hessian for the negative log likelihood of p(xt|rt) are
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the following:

∇i f(xt) = ki (ebi+x
′
t ki+r

′
t,i hi) dt− rt,i ki + V −1 xt , (3.11)

Hi = ki (ebi+x
′
t ki+r

′
t,i hi)k′i dt+ V −1 . (3.12)

As the neurons are reconstructing a composite stimulus, the gradients and the Hessian

matrices for all N cells in a population are summed together for the iterative process.

Like before, the algorithm iterates down the steepest descent to minimize negative

log likelihood. At the completion of the routine (when the composite gradient is

approximately zero), the gradient has the following structure with some constant

vector D, a composite Hessian matrix H, and an optimal stimulus x∗t :

N∑
i=1

∇i f(xt) = H x∗t +D = 0 . (3.13)

Thus, the optimal decoding of the stimulus is x∗t = −H−1D.

3.2.3 Prewhitening of Time Series for Unbiased Correlations

One method of assessing a neural network’s coding efficiency is to evaluate the corre-

lation between the actual and decoded stimuli. Calculating Pearson’s correlation of

the two time series directly is inappropriate, though, because the assumption of in-

dependent observations is violated when time series have nontrivial autocorrelations.

Although downsampling to 2.5 ms does mitigate the severity, a robust autocorrelation

structure remains. The Pearson’s correlation (also the cross-correlation at lag 0) is

impacted by the cross-correlation and auto-correlations between the two time series

at other lags. As a result, these Pearson’s correlation coefficient estimates are math-
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ematically biased relative to the true correlation strength, so I use a method known

as prewhitening [50] to be statistically rigorous.

Essentially, if I fit an effective model to a time series, the residuals should be a

white noise process. That is, for the two time series Yt andXt and their corresponding

best-fit models Ŷt and X̂t, the following should be two white noise processes: et =

Yt− Ŷt and wt = Xt− X̂t. The Pearson’s correlation between et and wt (also their

cross-correlation function at lag 0) would be the unbiased estimate of the correlation

strength between the two original time series. Thus, I want to transform each stimulus

time series into a white noise process (hence the term “prewhiten”), working with the

assumption that I can first find a well-fit model. The best fit model likely involves a

similar number of time series parameters for both the actual and decoded stimulus,

given their similarities.

Before fitting an ARIMA time series model, I must confirm the stationarity of the

time series, selecting the Augmented Dickey-Fuller (ADF) test and the Kwiatkowski–

Phillips–Schmidt–Shin (KPSS) test (adftest and kpsstest in MATLAB) for these

purposes. The null hypothesis of the ADF test is that there is a unit root present

in the time series, while the alternative hypothesis indicates a type of stationarity.

Meanwhile, the KPSS test is reversed, with the alternative hypothesis indicating

a unit root, while the null hypothesis is that the time series is trend-stationary.

Essentially, for each time series I want to reject the null hypothesis of the ADF test,

using significance level α = 0.001, and fail to reject the null hypothesis of the KPSS

test, using α = 0.1. The contrasting significance levels make it difficult to confirm

the alternative hypothesis of stationarity with the ADF test and easier to confirm the

alternative hypothesis of a unit root process with the KPSS test, so I can carefully
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ensure stationarity across the large sample of time series.

When I run the ADF test on all the actual and decoded stimuli, I reject the null

hypothesis of a unit root in almost all cases. When conducting the KPSS test on the

same sample of time series, though, I reject the null hypothesis of trend-stationarity

a notable number of times in favor of the alternative, a unit root present in the time

series. Since there is some evidence for non-stationarity in at least a portion of the

time series, I next take the difference of every time series (Yt−Yt−1 for t = 2, ..., T ) to

resolve this issue while maintaining consistency across the entire sample of networks.

Once I have differenced all time series, I find desirable results across the whole sample

of time series, with all rejecting the null hypothesis with the ADF test and all failing

to reject the null hypothesis with the KPSS test.

With consistent stationarity confirmed on once-differenced (d = 1) time series,

I fit an ARIMA model ARIMA(p, d = 1, q) to Yt − Yt−1 for each of them. From

a common example in Figure 18B, there are significant lags in the autocorrelation

function (ACF) before a rapid drop off to insignificance beyond 5 ms , while the

partial autocorrelation function (PACF) shows a dampened oscillatory pattern of

significant lags before insignificance past 8 ms.3 These dynamics together suggest that

I should employ an even number of autoregressive lags p to capture the oscillatory

pattern, with a complementing number of moving average lags q. Here the best model

constructions tend to have half as many moving average lags as autoregressive lags,

likely due to this oscillatory pattern. Sampling and analyzing a subset of time series,

I find the best fit is ARIMA(6, 1, 3) or ARIMA(8, 1, 4), followed by ARIMA(4, 1, 2).

3ACF and PACF are obtained via the autocorr and parcorr functions in MAT-
LAB’s Econometrics Toolbox.
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The goal is to efficiently fit thousands of time series with reliable models, so I use a

try and catch routine within the iterations to try to fit an ARIMA model, replacing

one ARIMA structure with another if matrix invertability or stability issues occur.

With a goal of balancing quality of fit with parsimony, I select ARIMA(6, 1, 3) as

the initial attempt with each time series using the estimate function in MATLAB.

If a model fails with this attempt, I next attempt ARIMA(8, 1, 4) and then lastly

ARIMA(4, 1, 2).

Every single time series is effectively fit to one of these three ARIMA models.

Using the infer function, I then capture the residual vector obtained from sub-

tracting these models from the actual values. This prewhitening method results in

residual vectors that are white noise processes. The Pearson’s correlation (or the

cross-correlation function at lag 0) for these pairs of residual vectors is an unbiased

estimate of the linear correlation strength [50].

3.3 Results

The dataset I use consists of long time series (∼14 s) of spiking responses from 7 cells

subject to random stimulus inputs (see Discussion for more on population size). I uti-

lize GLMs to model the neuron’s encoding of the stimulus xt into Poisson-distributed

binary responses. Figure 12A is a schematic of the model, which includes a filter

applied to the stimulus (k), a filter for the neuron’s own recent spike history (h),

and a bias constant shift (b). The filtered stimulus and filtered spike history are then

connected with the spiking response at time t by a static nonlinearity (or log link).

Examples of the components of the GLM for the 7 cells are shown in Figure 12B
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where the GLM is fit using maximum likelihood. In this example, all 7 cells are fit to

the exact same time period of 200 ms (80 time bins of 2.5 ms)4, so they all have the

same instance of stimulus input. Note how the two filters (k,h) and the shift (b) vary

across the 7 neurons under the same conditions, indicative of intrinsic heterogeneity

in the electrosensory lateral line lobe (ELL) cells. A GLM for each cell will also vary

depending on the time period used to fit, even within the same neuron, because of

its dynamic response.

3.3.1 Utility of Encoding Model

The GLM models a neuron’s response as an instantaneous firing rate λ(t), which is

the relative intensity of neural firing, dependent on filters k and h, stimulus xt, and

spike history rt:

λ(t) = exp(b+ xt · k + rt · h) . (3.14)

The model prediction of the number of spikes over a larger time interval (0, T ) is

the integral of instantaneous firing rate, µ =
∫ T
0
λ(t) dt, an entity that I utilize as an

assessment of the encoding models because of the absence of trial-averaged data that

would likely give more precise fits. In Figure 12C, I compare the cumulative predicted

spikes through time against the actual cumulative spikes from the experiments in the

immediate time period (400 ms) following the time segment used to fit the GLMs

(again, 200 ms with 80 bins of 2.5 ms). Here I use a shorter encoding time period

than decoding as an extreme demonstration because the in-sample length is often

4GLM filter lengths and associated parameters were determined systematically;
parameters were varied and wI chose the parameters with largest maximum-
likelihood. See Fig. 18C and accompanying text.
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much larger than out-of-sample [83, 84]. The results vary in accuracy, but can be

surprisingly good (i.e., neurons 3, 4, 5, 6 for these time periods), despite the stochastic

nature of neural firing in real data. Trial-averaged fitting and predicting are common

and often used for model fits to demonstrate how a neuron on average encodes the

stimulus to response, but these results indicate that single-trial predictions can still

be effective while also incorporating another aspect of biological realism.

3.3.2 Demonstration of Stimuli Decoding

The encoding models, even fit to this short time period, are effective in capturing

the spiking behavior of the different neurons, so I employ them to reconstruct stimuli

based on population spiking from the experimental data. The decoding of the stimulus

is modeled by Bayes’ Rule, using the relevant likelihood functions of the system, with

p(·) to denote relevant likelihoods (consistent with [84]):

p(xt|rt) =
p(rt|xt) p(xt)

p(rt)
. (3.15)

The Bayesian prior p(xt) is determined by the characteristics of the stimulus in a

training set. The stimulus xt is approximately normally distributed (Fig. 13A). It

also has an autocorrelation structure at 2.5 ms time bins (see Fig. 18A for raw auto-

and partial-correlation functions with 0.5 ms time bins). I use a multivariate normal

distribution for the prior likelihood p(xt) of the stimulus time series, incorporating the

same mean and autocorrelation structure as the training stimulus. To generate the

conditional spike likelihood p(rt|xt), I use the GLM model conditioned on stimulus

and post-spike filters, p(rt|xt,k,h). Meanwhile, the spike train itself follows a Poisson

distribution for individual spikes, λ e−λ, so the prior likelihood for the spike train is
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Fig. 12.: Generalized Linear Model (GLM) fit to experimental data. A) Schematic of the
model. The input stimulus xt is filtered (convolution) with k, shifted by a fixed amount
b and with any proceeding spikes having a function h (post-spike filter) added on before
inputed to a static exponential nonlinear function (see Eq. (3.14)). B) Maximum likelihood
fits of the GLM to the 7 recorded cells, using the same 200 ms of data (80 time bins of 2.5 ms
each) where all 7 cells receive exact same stimulus input. The result is 7 GLM instances
consisting of (b,k,h). Top bar chart shows the (bias) constant b, followed by the stimulus
filter (middle) and post-spike filter (bottom) with time bins of size 2.5 ms. C) GLM results
on out-of-sample data from time interval immediately following time period used to fit
(in-sample fits from B). In absence of trial-averaged experimental data, I consider the
cumulative spikes from both the GLM

∫ t
0 λ(t′) dt′ (solid curves, which is theoretically the

expected value of cumulative spike counts) and the experimental data (dots), color-coded
by cell number in B).
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a Poisson process by construction.

I model the decoded stimuli from this information via the maximum a posteriori

(MAP) estimate (i.e. the mode of the posterior distribution drawn from maximum

likelihood estimation that incorporates the prior). Given k and h from the encoding

model and given a spike train rt, I want to find the most likely stimulus xt (Fig 13B).

That is, iterating on ln[p(xt|rt)], the log likelihood of the stimulus conditioned on the

spike train, produces the following design [84, 7]:

xMAP
tj

≡ arg max
xt

ln[p(xt|rt)] . (3.16)

Figure 13C shows comparisons of the decoded stimulus (black) and the actual stimu-

lus (cyan) for different network sizes (N = 1, 4, 7). Here and for all subsequent figures

and results, I use 1397.5 ms (559 bins of 2.5 ms) to fit the GLM encoding model and

decode for 417.5 ms (167 bins of 2.5 ms), approximately 30% of the in-sample training

period. As the cell population increases, the decoded stimulus falls more in line with

the actual stimulus in these examples. However, with a fixed population size, the

results can vary dramatically from poor (top row) to good (bottom row) decoding.

Given these confounding results, I aim to statistically quantify how intrinsic hetero-

geneity is related to the quality of decoding performance by generating many random

networks and considering many random time segments to decode.

3.3.3 Heterogeneity vs. Decoding Error

Networks were constructed by randomly selecting cells from among all 7 neurons to

obtain a prescribed network size, and GLMs for each cell were fit on random seg-
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Fig. 13.: Using maximum a posteriori (MAP) to estimate, or decode, stimulus from spike
trains. A) Statistics of input stimulus for the entire time. B) Schematic of how MAP is
accomplished after GLM is fit. C) Decoding performances range from poor (top row) to
good (bottom row); each column has a fixed network size of uncoupled neurons (1, 4, and
7, respectively). Neurons were randomly selected (except for N = 7), and I use the same
random segment of time to fit all of the neurons’ GLM in a given network, but the time
segment to fit the GLM could be different for a given network size (i.e., for N = 7 the top
panel was fit to a different time segment than the bottom). Here and for all subsequent
figures, I use 1397.5 ms (559 bins of 2.5 ms) to fit the GLM encoding model and decode for
417.5 ms (167 bins of 2.5 ms), approximately 30% of the encoding time. In all 6 instances,
decoding was performed on time period immediately following the random segment used to
fit the GLM. See Eq. (3.17) for definition of Error.
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ments of time prior to the decoding time segment. Note that a given network of cells

decodes stimuli in the same time segment. A given network has three measures of

heterogeneity based on the encoding models’ component (stimulus filters, post-spike

filters, and constant bias); I define heterogeneity as the variability across these re-

spective components. Following the convention in [7], the stimulus filter heterogeneity

and post-spike filter heterogeneity are both determined by the mean of the Euclidean

distances between all distinct pairs of filter values or coefficients at all vector values,

while the bias heterogeneity is the standard deviation of the b values.

I calculate the mean absolute value of the difference between the decoded stimulus

and actual stimulus (i.e., the l1-error), which I label as Error in the figures. Since

decoding of the stimulus is accomplished with a Bayesian model, one can assess

the uncertainty of the MAP estimate of the stimulus. So, I consider a Hessian-

Weighted Error that weights each of the error values by:
1/Cjj∑

k

1/Ckk
, where Cjj is

the jth diagonal entry of the inverse of the Hessian matrix (second derivative matrix

of − ln(p(xt|rt)) with respect to xtj ). Since the stimulus has a Gaussian distribution,

the inverse of the Hessian matrix is precisely the standard deviation of MAP estimate

of xt [84]. For stimulus duration T , the 2 types of error considered are:

E =
T∑
j=1

wj|xMAP
tj

− xtj |, where wj =
1

T
, for Error , (3.17)

wj =
1/Cjj∑
k 1/Ckk

for Hessian-Weighted Error . (3.18)

Thus for each network, there is a bias heterogeneity value, a stimulus filter hetero-

geneity value, a post-spike filter heterogeneity value, and two error terms. Across

a sample of networks of a fixed size, I regress the decoding error against each het-
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erogeneity type using quadratic regression to determine if there is an intermediate

global minimum. Note that these heterogeneity types are highly correlated with each

other, so including them together as regressors violates an assumption of regression.

Therefore, three different error regression models are produced for each of the two de-

coding error types. For all quadratic regression models in the remainder of this work,

the residuals were found to be approximately normally distributed with approximate

homoscedasticity.

Each data point in Figure 14 (and Figures 19–22) is constructed by randomly se-

lecting among the 7 cells with replacement along with randomly selecting the training

time intervals and the validation time interval (which will fall soon after the range of

training time intervals). Since the filters for an individual cell can vary in time, the

same cell selected on different time intervals can produce unique encoding models.

Thus, the random selection allows for selecting the same cell more than once, which

can lead to more homogeneous networks. For example, if I selected cell A at time t

and again at time t+k, I would likely see more similarity in their model constructions

than if I selected cell A at time t and cell B at time t+k. The end result is a relatively

wide range of networks in terms of heterogeneity.

In Figure 14, the plots of decoding error as a function of stimulus heterogeneity

indicate that heterogeneity has some impact on decoding error. For exposition pur-

poses, only networks of size N = 2, 4, and 6 cells are shown; see Figures 19–22 and

Tables 2,3,6 for the complete set of results. Most models have statistically significant

quadratic coefficients (p − value = 0.001) for smaller populations. However, with

sample sizes in the thousands, small p− values are fairly easily achievable as minor

connections can be exaggerated. While there may be a quadratic relationship that is
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statistically significant, it may not be practically significant. Consequently, I consider

the quality of fit too, which can easily be judged by the R2 for the regression models.

As evident from Figure 14, there is a significant amount of noise in decoding error

plotted against heterogeneity. These results are consistent with [7], where a quadratic

relationship was found to be statistically significant and though the R2 values were

not reported, their plots displayed a high level of variability in error not explained by

heterogeneity. Note that because I am regressing on error rather than on a response

variable directly, I would expect dampened R2 values for the quadratic fits. There is

only so much error that can be mitigated before the impact of an additional variable’s

influence is overwhelmed by the system’s natural variability, something that is likely

noticeable with noisy neurons.

Table 2.: Statistics of quadratic fit to (average) l1-norm of error as a function of stimulus
filter (k) and post-spike filter (h) heterogeneity. The number in blue correspond to quadratic
fits where the optimal level of heterogeneity is not in the interior.

Heterogeneity Network Size 2 3 4 5 6 7

k

R2 0.0293 0.0140 0.0347 0.0534 0.0725 0.0974

p−value
3.9× 10−42 1.8× 10−20 7.1× 10−50 4.9× 10−77 2.2× 10−105 3.9× 10−143

for F-state vs. Constant

h

R2 0.0103 0.01794 0.0606 0.0382 0.0530 0.0888

p−value
3.6× 10−15 6.7× 10−26 1.4× 10−87 6.7× 10−55 2.3× 10−76 5.2× 10−130

for F-stat vs. Constant

Table 3.: Statistics of quadratic fit to (average) Hessian-Weighted Error as a function of
stimulus filter (k) and post-spike filter (h) heterogeneity. The numbers in blue correspond to
quadratic fits where the optimal level of heterogeneity is not in the domain of heterogeneity.

Heterogeneity Network Size 2 3 4 5 6 7

k

R2 0.0068 0.0019 0.0060 0.0191 0.0315 0.0401

p−value
3.6× 10−10 0.0022 4.5× 10−9 1.5× 10−27 3.0× 10−45 1.6× 10−57

for F-stat vs. Constant

h

R2 0.0014 0.0020 0.0101 0.0171 0.0181 0.0356

p−value
0.0032 3.8× 10−4 7.2× 10−15 1.2× 10−24 4.3× 10−26 4.5× 10−51

for F-stat vs. Constant
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Fig. 14.: Decoding error as a function of intrinsic cell heterogeneity within the network.
Results from a large random sample of various network sizes, where cell is randomly selected
(out of 7) and their GLM attributes (k,h, b) trained on a random time period before the
decoding time segment. Note that a given network of cells decodes stimuli in the same time
segment. A, C, and E) The l1-norm of the error (Error) as a function of stimulus filter
heterogeneity for network sizes 2, 4, and 6. B, D, and F) Same respective network sizes
and random samples, except plotting the Hessian-Weighted Error.
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For the unweighted Error, the R2 values are somewhat notable, especially for

larger networks (see Table 2), while for Hessian-Weighted Error, the R2 values are

generally much smaller (see Table 3) but an intermediate minimum is still found. So

when uncertainty of the decoder is accounted for, heterogeneity of the network has

less influence on decoding.

Bracketing for a moment the differences between l1-norm of error and Hessian-

weighted error, note that all these quadratic models are statistically significant with

minuscule p − values due to the large sample size, but the actual fits can be of

questionable merit (e.g. R2 = 0.0019 for stimulus filter heterogeneity vs. Hessian-

Weighted Error at network size N = 3). This contrast demonstrates the usefulness of

quality of fit metrics when employing regression to reveal a fuller story. With Hessian-

weighted error, the intermediate levels of heterogeneity for optimal decoding are not

as robust compared to the l1-error. In particular for post-spike filter heterogeneity for

network sizes N = 2, 3, 4, 5, the optimal level of heterogeneity is not in the domain

(see Fig. 21–22 and Table 3). A similar limitation in explanatory power occurs for

post-spike filter heterogeneity against the l1-norm; although the optimal heterogeneity

value is in the interior for N = 3, 4, the heterogeneity values are relatively small (see

Fig. 19). In general, this suggests possible limitations of post-spike filter heterogeneity

as an overall characterization of network heterogeneity.

3.3.4 Heterogeneity vs. Correlation

Besides evaluating heterogeneity levels that minimize error, I determine decoding ef-

fectiveness by measuring the Pearson’s correlation between the actual and decoded
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stimuli, where larger correlation values coincide with better decoding. While error

measures how closely the decoded stimulus matches the actual stimulus in precision,

correlation measures how well the decoded stimulus co-varies with the actual stim-

ulus, with less emphasis on the precise values of the stimuli. It is conceivable that

downstream neurons do not need to have the exact copies of the incoming stimuli

to propagate the necessary information, so the error metrics may be too demanding.

[85] used Pearson’s correlation to measure the accuracy between predicted instanta-

neous firing rate of GLM-like model with simulations of a spiking model; [86] also

used Pearson’s correlation to measure the accuracy of a mesoscopic mean-field like

reduction of a large spiking model. One issue with correlation is that two time series

can have high correlation but the basic statistics (i.e., mean, variance) can be very

different; see Methods in [85]. Thus, the correlation coefficient is not intended to

replace error as a measure in this study but rather to provide more thorough infor-

mation. Although both correlation and error as measures of decoding accuracy have

potential flaws, they complement each other well [85, 86].

After prewhitening all actual and decoded stimulus time series (see Section 3.2.3),

I fit a quadratic model between heterogeneity and adjusted (prewhitened) correlation,

which is found to be statistically significant with all network sizes and for all hetero-

geneity types, albeit using a higher significance level (α = 0.05) (see Table 4 for

stimulus filter and post-spike filter heterogeneity; see Table 7 for all). The exceptions

to these results are specifically for bias heterogeneity for N = 2 and post-spike filter

heterogeneity for N = 5 (Fig 16C, red and green, respectively) where the optimal

level of heterogeneity occurs outside of the domain and not at intermediate values

(see Fig. 23–24, and blue entries in Table 7). As with the two error types, there

are fluctuating R2 values as population size increases, with the best fits found with a
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population of size 6 or 7. However, R2 values for the different heterogeneity types and

for different network sizes are all relatively small, sometimes even less than R2 = 0.01

and never more than R2 = 0.04; the plots in Figure 15 confirm these results. For

networks with two cells (N = 2), adjusted correlation appears to be fairly constant

across the domain of stimulus heterogeneity, confirmed by the relatively flat quadratic

curve and the weak quality of fit (R2 = 0.0018), despite the quadratic model being

“statistically significant.” The curve is more pronounced, though, for N = 4 and

N = 6, in line with larger (yet still small) R2 values (R2 = 0.0076 and R2 = 0.0212,

respectively).

Table 4.: Statistics of quadratic fit to prewhitened correlation as a function of stimulus
filter (k) and post-spike filter (h) heterogeneity. Correlations were prewhitened for the two
time series to ensure unbiased estimates. Blue text correspond to quadratic fits where the
optimal level of heterogeneity is not in the interior.

Heterogeneity Network Size 2 3 4 5 6 7

k

R2 0.0018 0.0123 0.0076 0.0149 0.0212 0.0357

p−value
0.003 6.0× 10−18 2.2× 10−11 1.4× 10−21 1.6× 10−30 2.9× 10−51

for F-stat vs. Constant

h

R2 0.0199 0.0159 0.0166 0.0156 0.0232 0.0356

p−value
1.1× 10−28 4.6× 10−23 5.3× 10−24 1.4× 10−22 2.4× 10−33 4.4× 10−51

for F-stat vs. Constant

Note the domain shrinking for heterogeneity in Figure 15. As the network size

increases, fewer homogeneous networks are generated, with minimal data for stimulus

filter heterogeneity less than 0.15 at N = 4 and N = 6. Additionally, there are a

diminishing number of extremely heterogeneous networks, as the distribution of het-

erogeneity becomes tighter towards intermediate heterogeneity (albeit still positively

skewed). Also with the other heterogeneity measures, the standard deviation gener-

ally decreases as population size increases (Fig. 23–24). The statistical significance

of these models suggests that there is still some underlying dependence on hetero-
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Fig. 15.: Using Pearson’s correlation between actual stimulus and estimate (xMAP ), with
prewhitening applied to both, for the same network sizes (N = 2, 4, 6) as before in Fig. 14.

geneity, but the effect is not strong while network size also has an interacting effect.

The narrower spread of input data also makes fitting an effective quadratic model

more difficult. I will next explore the notable direct effects that population size has

on decoding efficiency on error types and adjusted correlation.

3.3.5 Effect of Population Size on Decoding

I have already indicated that the impact of neural heterogeneity on decoding error

changes as the network size increases. As more neurons are added to the network,

the result is generally better decoding of the stimulus. From Figure 16A, one can see

that the l1-norm of error, averaged over all samples (black), decreases with increased

population size, though the decrease is reduced and saturates around N = 6. Also

the minimum of the quadratic fit decreases for all 3 forms of heterogeneity (colored

curves), with the exception of N = 5 to 6 for post-spike filter heterogeneity (green).

For a one-way analysis of variance (ANOVA), I first utilize a log transform of the error

to resolve issues of right-skewness and excess kurtosis. From the ANOVA test, the
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mean difference in the log of error between population sizes is statistically significant

(F = 450.18, p − value ≈ 0). Notably, this is not simply an artifact of massive

sample sizes, as the effect size is moderate (η2 = 0.059). There is a significant

difference in pairwise comparisons for population sizes 2 through 6, measured via the

Tukey Honest Significant Difference (HSD) Test [95], but there is not a significant

difference between population sizes 6 and 7 as the decrease in error saturates. The

results are similar with the Hessian-weighted error, also log-transformed (Fig. 16B,

black curve); an increased number of cells leads to more effective decoding but the

marginal improvement diminishes with increased population size. As before with

l1-norm of error, the impact of increased population is still statistically significant

(F = 108.58, p − value = 2.887 × 10−114), but the practical impact is diminished,

with a small effect size of η2 = 0.014. In addition, based on the Tukey HSD Test,

population sizes 4 and 5 do not appear to be significantly different from one another,

and population sizes 5, 6, and 7 do not appear to be significantly different as the

marginal improvement in error declines faster for Hessian-weighted error than for

the l1-norm of error. Once again, the comparison between the types of error reveals

how uncertainty impacts these measures of average error. Average decreases in error

still occur when incorporating uncertainty about the MAP estimates, but some of

network size’s explanatory power on error is lost when adjusting for uncertainty.

With prewhitened correlation values, I assess the impact of population size with

another ANOVA test and set of Tukey HSD tests. All networks are independently

and randomly sampled from the time series, but a Pearson’s correlation will have

a skewed distribution whenever it is not centered around ρ = 0. Thus, a Fisher

z transformation is necessary to create approximately normal distributions for each

group; the transformed value for Pearson’s correlation coefficient r is simply z =
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Fig. 16.: Summary of how decoding generally improves with network size. A) The average
l1-norm of error (black) and the minimum of the quadratic fits for stimulus filter hetero-
geneity (blue), post-spike filter heterogeneity (green), and bias heterogeneity (red) all tend
to decrease with increasing network size. B) similar to A) but with Hessian-weighted er-
ror. C) uses the Pearson’s correlation after both are prewhitened. The exceptions to where
optimal decoding is at intermediate levels of heterogeneity are: in B), with post-spike filter
heterogeneity (green dots) for N = 2, 3, 4, and 5; in C), with post-spike filter heterogeneity
for N = 5 and with bias heterogeneity (red dot) for N = 2.

arctanh(r) [96]. In Figure 16C, one see a similar improvement in decoding as the

network size increases, which is found to be statistically significant with ANOVA

on the transformed values (F = 1411.64, p − value ≈ 0) and with a notably large

effect size (η2 = 0.181). This effect size is actually much larger than that previously

observed with l1-norm and Hessian-weighted errors.

The prewhitened correlations are significantly different between all population

sizes (albeit using very large sample sizes), and the correlation strength improves at

each step up in network size with a similar diminishing marginal improvement as the

two error types. Overall, the prewhitened correlation values for the networks prove

to be particularly useful metrics when assessing the impact of population size on

decoding efficiency, as seen by the notable effect size alongside small p− values.
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3.4 Discussion

Addressing how neurons in various sensory systems achieve coding efficiency has been

an active area of investigation both theoretically and experimentally. Using in vivo

voltage recordings from weakly electric fish electrosensory system and a frequently

used Bayesian statistical model (GLM), I analyzed how intrinsic heterogeneity of un-

coupled networks of distinct neurons affects decoding from downstream neurons. I

leveraged the long electrophysiological recordings to obtain large datasets for each

recorded cell that enabled me to address this question with thorough and proper sta-

tistical analyses, considering 3 important metrics of decoding accuracy. I found that

intermediate levels of heterogeneity robustly leads to the best decoding performance,

consistent with the results of [7]. However, an important caveat is that the relative

decoding performances were quite noisy and that a quality of fit metric such as R2

should always accompany any conclusions about statistical significance.

This paper demonstrates a careful statistical application on data from the elec-

trosensory system provided from [3] that may be instructive for other neural sys-

tems, but I did not address some details of heterogeneity and coding specific to this

system. In the electrosensory system, prior work has shown that neural attribute

heterogeneities of P-units that prelude to ELL has a strong effect on some of the

response properties: with fast frequency stimuli and a slower envelope frequency,

only the slower envelope frequency responses were affected by heterogeneities while

the fast frequency P-unit responses are invariant to neural heterogeneity [97]. Also,

heterogeneity of ON and OFF cell types in the ELL generally led to improved pop-

ulation coding of envelope signals [98]; here the data provided only consisted of ON
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cells. The stimuli considered here consists of random amplitude modulations with

Gaussian statistics, rather than more natural stimuli with faster and slower envelope

frequencies. This more natural stimuli is known to illicit heterogeneous responses

of ELL pyramidal cells where some inputs are ‘cancelled’, perhaps by parallel fiber

inputs to ELL [99, 100, 101]. These cancellation mechanisms that are likely a large

factor for the resulting ELL cell heterogeneity were not addressed here but would

be interesting to further explore with a more anatomically realistic Bayesian model.

The GLM assumes all statistics are stationary when in fact the electrosensory system

is known to have longer time-scales (plasticity) that can violate these assumptions.

However, nonstationarities from envelope frequencies or up-down dynamics that are

slow [102] may not appreciably alter the GLM decoding performance because the

statistics are close to stationary, as noted in Section 3.2.3 when most of the stimulus

time series are found be stationary in at least one of the tests utilized.

Although I only have recordings from 7 distinct neurons and it is likely that more

distinct sensory neurons are required for real coding of signals, note that the exact

number of relevant neurons in the lateral segment of the ELL to code stimuli (and

indeed many other brain regions) is unknown. This work is a theoretical exploration

of the signatures of decoding in a subset of the population over relevant lengths

of time, where individual neurons could have learned how to encode in prior time

periods. The use of these 7 cells and encoding models fit to different time periods

results in appreciable ranges of heterogeneity. My use of 7 ELL pyramidal cells is on

a similar order / scale with other published works on this system: 12 cells in [101]

across different animals, 15 cells in [4], 5 cells in [103], 12 cells (and 9 pairs) in [104],

14 cells in [105]; but much smaller than others (50 cells in [98], 77 cells in [106]).

With the limited number of distinct neurons and all aforementioned limitations, one
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can still observe effective neural coding at intermediate levels of heterogeneity.

Like [7], I developed encoding and decoding models for uncoupled networks and

used the same measures for heterogeneity. A similar quadratic relationship exists

between heterogeneity and the l1-norm of error and these results were confirmed as

statistically significant. However, I did not see the same diminishing impact of het-

erogeneity as the population size increased. In fact, the best quadratic fits occurred

at relatively larger network sizes 6 and 7. [7] do not address the practical significance

of the quadratic relationship as thoroughly as I have done here; they relied on sta-

tistical significance in a case of large sample sizes where small p − values are more

easily attained. Though statistical significance is an important baseline, indicative of

a relationship, quality of fit metrics such as R2 are also important, especially with the

noisy data naturally produced in neural networks. [7] used trial-averaged data, which

helps to mitigate the noisiness of neurons in order to discern underlying dynamics in

the encoding model. My focus was on the arguably more biologically realistic case of

single trials in a long time series. Of course, there are merits to trial-averaging, espe-

cially for encoding models, and one might observe larger R2 values in this framework.

[7] also employed greedy search methods to produce a more uniform spread of hetero-

geneity, while I chose a simpler uniform random selection that did not result in the

same uniformity of heterogeneity, but did reveal natural clustering at intermediate

levels of heterogeneity, particularly as network size increased.

I also incorporated additional metrics to analyze decoding efficiency. Since

Bayesian methods also quantify uncertainty, I implemented Hessian-weighted abso-

lute error. By comparing this error metric to the l1-norm of error, I could observe the

weakening of the quadratic regression models and the ANOVA models when weighting
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error with uncertainty. Such a phenomenon implies that heterogeneity and popula-

tion size are explaining some of the same neural dynamics as that explained by the

relative level of uncertainty in the decoded stimuli, though properly exploring this is

beyond the scope of this work. Finally, since decoding of noisy spiking outputs will

naturally produce some error that can only be partially accounted for by heterogene-

ity or network size, I considered Pearson’s correlation between the actual and decoded

stimulus time series for thoroughness. Perhaps downstream neurons do not need to

have the exact copies of the incoming stimuli to decode, in which case the prior 2

error measures could be misleading. The correlation metric is problematic in isolation

because there can a high correlation but drastically different values. Following [85,

86], I used several different metrics to provide a more complete picture of the results.

Despite these different measures of decoding, the results proved to be generally the

same.

This study has focused on the intrinsic heterogeneity between neurons in terms

of how they code stimuli and how their own spiking dynamics vary. The dataset

I use contains separate recordings of an awake animal, not simultaneous recordings,

which necessitated an assumption of uncoupled networks. Coupled networks are more

challenging and would certainly require considering other forms of heterogeneity, i.e.,

network heterogeneity that can interact nonlinearly with intrinsic heterogeneity, as in

my other study and in [107, 4]. A more complicated GLM could also be implemented

with coupling, as in [83]. Addressing this research question with simultaneous record-

ings in coupled networks is an important future direction but beyond the scope of

this current study.

The GLM employed here allow efficient and robust computations of both the
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encoding model and decoding of input signals, in contrast to biophysical models or

integrate-and-fire type spiking models where a maximum a posterior estimate of the

input stimulus are computationally expensive to calculate, especially with time inter-

vals I considered with hundreds of dimensions for each network [108]. There has been

a plethora of theoretical advances to capture how noisy stimuli nonlinearly alter the

statistics of spiking in biophysical models (incomplete list: [19, 86]), but such models

are less suitable for the framework here because GLMs enable robust fits to data and

stimulus estimates for all model networks I considered. However, [108] recently used

integrate-and-fire type models, a Bayesian framework, and Maximum Likelihood to

successfully estimate network inputs, as well as various intrinsic and network con-

nectivity attributes, with validations from in vivo and in vitro data. These authors

developed methods to infer precise statistical quantities of neural networks that did

not rely on particular realizations of the data or models, whereas I focused on esti-

mating the particular realizations of noisy stimuli from particular spike trains in the

data, repeating this procedure for each network.

Although I considered a single time series for each neuron without trial-averaged

data, I could generally observe an increase in performance as population size increases.

This observation is consistent with theories of population coding, where larger net-

work sizes are known to theoretically increase the Fisher Information and accuracy of

an optimal linear estimator [8], among other metrics. Others have studied how Fisher

[87, 109] and Mutual Information [87] change (increases) with population size, results

that are at least consistent with what I observe here even though I only consider

networks up to size 7. These and other studies [109, 8, 14, 87] theoretically accounted

for the effects of noise correlations along with heterogeneity and population size, an

issue I do not address here because of separate cellular in vivo recordings. A recent
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study by [110] found with uncoupled GLM-like models with a threshold nonlinearity

that in addition to homogeneous networks performing poorly, intermediate propor-

tions of ON/OFF cells performed optimally via maximizing mutual information and

minimizing error with the optimal linear estimator. This study is consistent with my

results here.

81



CHAPTER 4

CONCLUDING REMARKS

In this work, I have endeavored to explore the impact of heterogeneity on various neu-

ral dynamics. As covered in Chapter 1, neural heterogeneity has proven influential in

cortical processing of stimuli across a number of applications and in both theoretical

and experimental studies (See [1, 2, 3, 4, 5, 6, 2, 8, 9, 10, 11, 12]). In approaching

this problem, I have explored both a theoretical mathematical approach and an ex-

perimental statistical approach. Both methods proved fruitful for demonstrating the

importance of heterogeneity in neural systems.

Through a phase reduction of neural oscillators and subsequent asymptotic cal-

culations, I was able to establish theories for firing rate and firing rate variability.

I could then modulate these theoretical dynamics through the correlation structure

between network heterogeneity and intrinsic cellular heterogeneity, namely variability

in the effective network strength versus variability in the phase-response curve. The

1st order theory and these correlation structures were qualitatively validated by sim-

ulations using high-dimensional models, while the 2nd order theory was qualitatively

validated on asymptotic simulations for distinguishing seemingly similar neurons by

the impact of noise.

Different correlation strengths and directions were chosen for theory and simula-
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tion because the true relationship between network and intrinsic heterogeneity is not

yet known. Thus, these theories, in addition to demonstrating the impact of hetero-

geneity on neural dynamics, also serve as a foundation for future connections when

more experimental information becomes possible. Regardless of the true correlation

structure between these forms of heterogeneity, I have established that they have an

impact on the overall firing rate heterogeneity, which has been shown to have an

impact on cortical processing.

Utilizing actual data on a stimulus and electric fish neural response, I was able to

contribute to previous studies on the coding efficiency at intermediate heterogeneity

levels using GLMs. In addition, I found the results to be consistent with previous

work even when using single-trial data rather than more stable trial-averaged data.

The noisiness of the single-trial data did impact decoding error and consequently

the quality of fit for the analysis of heterogeneity, but results were still statistically

significant. I also introduced correlation analysis between actual and decoded time

series as a metric for studying coding efficiency.

More importantly, I introduced additional statistical rigor into the neural GLM

design. Model selection still matters past the choice of the GLM framework, as poorly

chosen filter lengths can bias the parameter estimates or lead to variance inflation.

Thus, selecting optimal filter lengths via minimization of negative log likelihood or

another method is an important step in the creation of a model. Quality of fit

metrics such as R2 should always complement reports on statistical significance via

p − values, as statistical significance is much easier to achieve with massive sample

sizes. As one can see from the results, the quadratic fits mostly attain minuscule

p − values but the R2 values are low, indicative of a large portion of variability not
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explained by filter heterogeneity. As heterogeneity was regressed on error rather than

directly on a response variable, a significant amount of natural variability from noisy

neurons would be expected, but quality-of-fit metrics should still be incorporated.

Although intermediately heterogeneous networks appear to be statistically optimal,

the practical impact needs more exploration. Considering that the neural responses

are real data from a single fish, the trend of networks to cluster toward intermediate

heterogeneity as the network size increases may more strongly indicate the importance

of intermediate heterogeneity than the statistical significance of quadratic regression

models themselves.

In addition to the inclusion of quality-of-fit metrics, greater statistical rigor in-

cluded emphasis on the assumptions of various statistical tests. Correlation coeffi-

cients could continue to be a useful metric in future analysis, but prewhitening the

time series is a significant and important step that I demonstrate in order to avoid

biased estimates of the correlation structure. Although the quality of fit was weak

for quadratic regression of heterogeneity versus correlation, the relationship was still

statistically significant, and more noticeably, network size had an impactful relation-

ship on correlation strength, indicating that prewhitened Pearson’s correlation is a

particularly useful metric in the evaluation of neural networks. In addition, Fisher

r-to-z transformations of the correlation values for ANOVA testing is an important

step to remember for refined results, as is log transformations of the error metrics

to correct right-skewness and excess kurtosis. With the various quadratic regression

models, independence of the observations needs to be established, and the approxi-

mate normality and homoscedasticity of the residuals should be confirmed, as it was

in this work. When assumptions are not properly addressed, one risks unknowingly

undermining their conclusions with biased or variance-inflated results.
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Overall, my work presented here displays versatility in methodology for assessing

questions about neural dynamics. I have been able to bring both theoretical and data-

driven approaches using both mathematical and statistical methods. The integrated

approach more robustly demonstrates the relevance of the various aspects of neural

networks I examined, particularly highlighting how different forms of heterogeneity

can impact dynamics and coding efficiency.
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Appendix A

SAMPLE PRUNING OF EXTREME HETEROGENEITY FOR

STATISTICAL ANALYSIS

For a given network size (N = 2, 3, 4, 5, 6, 7), there were a total 6500 random net-

works generated, but the completely random selection resulted in extreme values of

heterogeneity that were considered as outliers. Thus I estimated the CDF of the het-

erogeneity values using a kernel smoothing function (ksdensity in MATLAB with

bandwidth set to 0.1), and removed the top 1.5 percentile of points. There were at

least 98.5% of points that remained. See Table 5 for total number of points removed

out of 6500.

Table 5.: After estimating the CDF with kernel smoothing, the total number of points
removed in the tail out of 6500 random samples keeping the lower 98.5 percentile. Remaining
heterogeneity values are in Figures 14, 15, 19–24.

Heterogeneity \Network Size 2 3 4 5 6 7

k 87 73 94 97 95 98

h 96 96 94 91 95 93

b 91 83 97 94 96 92
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Appendix B

REMARKS ABOUT TIME INTERVALS FOR ENCODING AND

DECODING

I have chosen to set the encoding time period to fit the GLM and decoding period to be

fixed throughout all figures (1397.5 ms and 417.5 ms). To the best of my knowledge,

there does not appear to be a systematic or algorithmic way of determining ideal

time lengths for these entities, nor for the time bins. So, I have performed many

simulations to assess how the statistics of the errors (l1-Error and Hessian-Weighted

Error) change with encoding and decoding time intervals, while neglecting the effects

of heterogeneity that should be qualitatively similar (Fig. 17). For these simulations,

I generate 6500 random networks like before, but fixing N = 4 because it is an

intermediate network size that has the most possibilities for choosing different cells.

Figure 17A, B shows error distributions via box plots for 5 different encoding

time periods (each color corresponding to a fixed time) as a function of the decoding

time. The median error and spread of errors (whiskers) generally decreases as times

increases, perhaps an indication of convergence. Figure 17C, D is a similar plot but

grouping the decoding time as a percentage of the 5 different encoding times; again

one can see for these values that increasing encoding times leads to lower median

error and less spread of errors. My choice throughout this paper appears to have very

similar box plots compared to larger encoding times and larger decoding times.
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Fig. 17.: Showing how error (l1-error Error in A, C and Hessian-Weighted Error in B,
D) varies with different encoding time (to fit all GLM) and decoding time for N = 4
cell networks. A, B) Box plots of the errors for 5 encoding times (each encoding time
corresponds to a color) as a function of the decoding time in seconds. The times I use
throughout the paper (green, indicated by arrow) have very similar box plots to larger
encoding times and larger decoding times, evidence that my choice might be large enough
for convergence. C, D) Similar box plots but grouping decoding time period as percentage of
encoding time period; following that out-of-sample (decoding) time period is much less than
in-sample (encoding). Box plots: shaded rectangles show interquartiles ranging from 25th-
percentile to 75th-percentile, middle bar is the median (50th-percentile), whiskers capture
the entire range excluding any outliers, out of 6500 randomly generated networks.
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Appendix C

SUPPLEMENTARY FIGURES AND TABLES

Fig. 18.: A) For the raw stimulus sampled at 0.5 ms and then differenced once to ensure
stationarity, the autocorrelation functions (ACF, top) shows that there is an autoregressive
process on the stimulus values, while the partial autocorrelation function (PACF, bottom)
indicates a binary oscillatory pattern with some autocorrelation on the moving average. B)
Similar to A but for a once-differentiated stimulus chosen randomly: yt = xt − xt−1,
for length 200 ms. For prewhitening, chosen models were ARIMA(6,1,3), followed by
ARIMA(8,1,4) and ARIMA(4,1,2) in cases where a model of the the initial choice could
not be constructed. C) I systematically determined the length of the stimulus filter k and
lag of the last post-spike basis vector by considering 168 pairs of these values for a network
with all 7 cells. I chose the pair that gave the smallest summed negative log-likelihood (i.e.,
largest maximum likelihood) after fitting to 10 segments of time, each of length of approxi-
mately 2 sec. The magenta oval indicates my choice (180 ms peak for last basis vector of h
corresponds to a total lag of 240 ms, see Fig. 12B); the magenta oval with dashed outline
had a similar log-likelihood but required more computational resources.
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Fig. 19.: The l1-norm of the error as a function of all three forms of heterogeneity: stimulus
filter (left column), post-spike filter (middle column), and bias heterogeneity (right column).
Here the network sizes ranged from N = 2 (top row), N = 3 (middle row), and N = 4
(bottom row); I ensured N cells were selected for each network. See Section 3.3.3 for
how random samples were generated. In all cases, a quadratic regression fit shows there
is an optimal level of heterogeneity in the domain. With N = 3, 4 for post-spike filter
heterogeneity, the optimal levels are for smaller values of heterogeneity.

91



Fig. 20.: Similar to Figure 19 but with the remaining network sizes (N = 5, 6, 7). The
l1-norm of the error as a function of all three forms of heterogeneity: stimulus filter (left
column), post-spike filter (middle column), and bias heterogeneity (right column). Here the
network sizes ranged from N = 5 (top row), N = 6 (middle row), and N = 7 (bottom row);
I ensured N cells were selected for each network. See Section 3.3.3 for how random samples
were generated. In all cases, a quadratic regression fit shows there is an optimal level of
heterogeneity in the domain.
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Fig. 21.: The Hessian-weighted Error as a function of all three forms of heterogeneity:
stimulus filter (left column), post-spike filter (middle column), and bias heterogeneity (right
column). Here the network sizes ranged from N = 2 (top row), N = 3 (middle row), and
N = 4 (bottom row); I insured N distinct cells were selected for each network. See Section
3.3.3 for how random samples were generated. In almost all cases, a quadratic regression
fit shows there is an optimal level of heterogeneity in the domain; the exceptions are for
post-spike filter heterogeneity for N = 2, 3, 4 (middle column).
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Fig. 22.: Similar to Figure 21 but with the remaining network sizes (N = 5, 6, 7). The
Hessian-Weighted error as a function of all three forms of heterogeneity: stimulus filter (left
column), post-spike filter (middle column), and bias heterogeneity (right column). Here
the network sizes ranged from N = 5 (top row), N = 6 (middle row), and N = 7 (bottom
row); I ensured N distinct cells were selected for each network. See Section 3.3.3 for how
random samples were generated. In all but one case, a quadratic regression fit shows there
is an optimal level of heterogeneity in the domain; the exception is with post-spike filter
heterogeneity for N = 5 (middle column, top row).
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Fig. 23.: When using Pearson’s correlation after prewhitening as a measure of decoding
accuracy, there is an optimal intermediate level of heterogeneity for all types, for N = 2, 3, 4,
with only one exception: bias heterogeneity for N = 2 (right column, top row)

95



Fig. 24.: Similar to Figure 23 but with larger network sizes (N = 5, 6, 7). There is an opti-
mal level of heterogeneity in the domain in all cases except for post-spike filter heterogeneity
with N = 5 (middle column, top row).
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Table 6.: Statistics of quadratic fit to (average) l1-norm of error (top) and Hessian-weighted
error (bottom) as a function of heterogeneity for stimulus filter k, post-spike filter h, and
constant b. The numbers in blue correspond to quadratic fits where the optimal level of
heterogeneity is not in the interior.

Heterogeneity Network Size 2 3 4 5 6 7

k

R2 0.0293 0.0140 0.0347 0.0534 0.0725 0.0974

p−value
3.9× 10−42 1.8× 10−20 7.1× 10−50 4.9× 10−77 2.2× 10−105 3.9× 10−143

for F-state vs. Constant

h

R2 0.0103 0.01794 0.0606 0.0382 0.0530 0.0888

p−value
3.6× 10−15 6.7× 10−26 1.4× 10−87 6.7× 10−55 2.3× 10−76 5.2× 10−130

for F-stat vs. Constant

b

R2 0.0141 0.0164 0.0357 0.0577 0.0620 0.0918

p−value
1.6× 10−20 9.1× 10−24 3.3× 10−51 2.1× 10−83 1.2× 10−89 1.3× 10−134

for F-stat vs. Constant

Heterogeneity Network Size 2 3 4 5 6 7

k

R2 0.0068 0.0019 0.0060 0.0191 0.0315 0.0401

p−value
3.6× 10−10 0.0022 4.5× 10−9 1.5× 10−27 3.0× 10−45 1.6× 10−57

for F-stat vs. Constant

h

R2 0.0014 0.0020 0.0101 0.0171 0.0181 0.0356

p−value
0.0032 3.8× 10−4 7.2× 10−15 1.2× 10−24 4.3× 10−26 4.5× 10−51

for F-stat vs. Constant

b

R2 0.0029 0.0047 0.0062 0.0222 0.0290 0.0329

p−value
8.3× 10−5 2.5× 10−7 2.4× 10−9 6.5× 10−32 1.4× 10−41 3.2× 10−47

for F-stat vs. Constant
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Table 7.: Statistics of quadratic fit to Pearson’s correlation (with pre-whitening) as a
function of heterogeneity for stimulus filter k, post-spike filter h, and constant b. The
numbers in blue correspond to quadratic fits where the optimal level of heterogeneity is not
in the interior.

Heterogeneity Network Size 2 3 4 5 6 7

k

R2 0.0018 0.0123 0.0076 0.0149 0.0212 0.0357

p−value
0.003 6.0× 10−18 2.2× 10−11 1.4× 10−21 1.6× 10−30 2.9× 10−51

for F-stat vs. Constant

h

R2 0.0199 0.0159 0.0166 0.0156 0.0232 0.0356

p−value
1.1× 10−28 4.6× 10−23 5.3× 10−24 1.4× 10−22 2.4× 10−33 4.4× 10−51

for F-stat vs. Constant

b

R2 0.0008 0.0027 0.0032 0.0048 0.0160 0.0251

p−value
0.0237 1.8× 10−4 3.9× 10−5 1.9× 10−7 4.3× 10−23 4.0× 10−36

for F-stat vs. Constant
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