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DISSERTATION K-NEAREST NEIGHBORS DENSITY-BASED CLUSTERING

By Avory C. Bryant

A Dissertation submitted in partial fulfillment of the requirements for the degree of

Doctor of Philosophy at Virginia Commonwealth University.

Virginia Commonwealth University, 2021.

Director: Dissertation Krzysztof Cios,

Professor and Chair, Department of Computer Science

Traditional density-based clustering approaches rely on a distance-based param-

eter to define data connectivity and density. However, an appropriate value of this

parameter can be difficult to determine as it is highly dependent on the underly-

ing distribution of the data. In particular, distribution parameters affect the scale

of inter-group distances (e.g., variance); this dependence leads to a well-known in-

ability to simultaneously detect clusters at varying levels of density. In this work,

connectivity and density are defined according to the rank-order induced by the dis-

tance metric (i.e., invariant to the expected scale of the distances). Connectivity by

k-nearest neighbors and density by the number of reverse k-nearest neighbors (i.e.,

vertex in-degree in the directed k-nearest neighbors graph).

Two novel density-based clustering algorithms are proposed, the non-hierarchical

RNN-DBSCAN and its hierarchical generalization Hk-DC. The advantage of RNN-

DBSCAN is that it requires a single parameter k and is robust to varying levels of

cluster density, whereas Hk-DC provides an efficient solution for producing a hier-

archical clustering of RNN-DBSCAN solutions over k for a fixed density threshold.

x



Importantly, heuristics are proposed for selecting k and density threshold for RNN-

DBSCAN and Hk-DC, along with a method for extracting a flat clustering solution

from the hierarchy. Additionally, a cluster-dependent solution for handling noise is

proposed.
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CHAPTER 1

INTRODUCTION

1.1 Overview

Clustering is an important and challenging problem in machine learning [1] when

there is no additional information about data elements (no labels). It is generally

described as the process of grouping data elements, often according to the assumption

that intra-element pairs (within-group) are more similar than inter-element pairs

(between groups). More formally, assuming the data are a sample drawn i.i.d. from a

mixture of component densities, clustering is the task of uncovering each component’s

support (a subset of sample elements). Applications of clustering can be found in

almost any discipline; examples are image segmentation [2], document organization

[3], analysis of gene expression data [4, 5, 6, 7, 8], business [9], and engineering [10,

11].

Clustering algorithms can be categorized according to differences in their defini-

tion of a cluster and their strategy to search for clusters (brute-force being intractable

due to combinatorial explosion). A commonly used categorization identifies five, non-

mutually exclusive, types of clustering algorithms: hierarchical [12], centroid-based

[13], density-based [14], model-based [15], and grid-based [16, 17]. Additionally, clus-

tering algorithms can be categorized according to the type of grouping performed,

such as strict partitioning (elements belong to exactly one cluster) or overlapping (el-

ements may belong to more than one cluster). This work focuses on a density-based

clustering that groups data elements into a strict partitioning while also identifying

noise (elements not belonging to any cluster).
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In density-based clustering, clusters are defined as high-density regions separated

by regions of low-density. Specifically, clusters are assumed to be disjoint, compact,

and connected subsets of the embedding space for a given density level. Several

desirable properties of density-based clustering include handling noise, discovering

clusters with arbitrary shapes, and automatically discovering the number of clusters.

Hierarchical clustering is represented as a rooted tree of clusters (tree vertices). The

tree’s root is a cluster containing all elements of a dataset, with descendant clusters

being proper subsets of their ancestors. In other words, the hierarchy consists of

multiple clusterings, such that as level (distance from the root) increases, clusterings

become more refined (number of clusters increases).

This work focuses on non-parametric, level-set density-based clustering, which

can be broken up into two tasks. First, non-parametric density estimation is applied

to identify elements lying within dense regions. Second, traversals of dense elements

define dense regions (clusters) using a definition of element reachability restricted to

dense regions. For example, one such approach, popularized by DBSCAN [14], defines

clusters as connected components of dense elements in the undirected ε-neighbors

graph, density defined by vertex degree. A common criticism of such an approach is

an inability to simultaneously discover clusters appearing at varying levels of density.

This inability, in part being due to the use of a single distance-based parameter (ε)

to define connectivity and density, ignoring differences in the scale of intra-group

distances (i.e., local cluster density).

In contrast to DBSCAN, Reverse Nearest Neighbor-DBSCAN (RNN-DBSCAN ) [18]

is proposed, which defines connectivity and density by the directed k-nearest neigh-

bor (kNN) graph and vertex in-degree (i.e., number of reverse k-nearest neighbors

(RkNN) or k occurrences). The primary reasoning is that kNN graph connectivity

and the in-degree density of a cluster are invariant to the scale of its intra-cluster
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distances. Instead, it depends on the ordering induced by the distance metric. Ad-

ditional reasoning being that k is generally considered easier to choose and does not

tend to lead to disconnected graphs (as opposed to ε), though it is less geometri-

cally intuitive. Finally, the size of the parameter input domain and solution range

is reduced making exploratory analysis more tractable. Thus, the primary goal of

this research can be described as investigating the benefits of kNN over ε-neighbors

in density-based clustering, in addition to proposing novel kNN-based variants of

existing ε-neighbors-based clustering algorithms.

As an appropriate choice of k remains sensitive to varying levels of cluster support

(size), an extension of RNN-DBSCAN, Hierarchical k-Density Clustering (Hk-DC ), is

also proposed. Advantages of the hierarchical approach include the ability to discover

cluster structure at varying levels of k, an improved ability to handle noise, and an

overall better tool for exploratory data analysis. Beginning with a weighted, directed

kNN graph (edges weighted according to kNN rank), Hk-DC defines density by in-

degree, which is monotonically increasing for k. The k-density of an element is defined

as the minimum value k′ ≤ k at which an element is dense (i.e., the smallest k′NN

graph in which the element is dense). For any value k′ ≤ k, a k-density clustering

can be defined as the set of connected components in the dense-vertex subgraph

consisting of vertices/edges whose k-density and edge-weight are greater than or equal

to k′ (i.e., the RNN-DBSCAN clustering at k′). Finally, hierarchical clustering is

performed to produce all k-density clusterings over k′ = [1..k] (i.e., Hk-DC is a

hierarchical clustering over connectivity parameter k). Thus, clusters of variable size

are discovered at differing levels of k (e.g., larger clusters at larger values of k and

vice versa).

In the remainder of this Chapter, a thorough discussion on the underlying as-

sumptions and limitations of DBSCAN is given in Section 1.2, contributions of this
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work are highlighted in Section 1.3, and underlying assumptions and limitations of

the proposed clustering algorithms are presented in Section 1.4. A review of the re-

lated literature is given in Chapter 2, while Chapters 3 and 4 present the proposed

clustering algorithms and experimental results. Finally, the findings of this work are

summarized in Chapter 5.

1.2 Reconsidering DBSCAN

DBSCAN models data by connectivity/density parameter ε and density thresh-

old parameter MINPTS, ε defining the neighborhood of an element (i.e., within

an ε distance radius), and MINPTS the minimum number of neighbors required

for a dense element (i.e., considered to be lying within a dense region). Assum-

ing a symmetric distance d(·, ·), let G = (V,E) define the undirected ε-neighbors

graph where ∀{u, v} ∈ E : d(u, v) ≤ ε. The set of core (dense) elements is defined

as the subset of V such that all members have at least MINPTS neighbors in G,

Core = {v ∈ V : |{{u, v} ∈ E}| ≥MINPTS}.

A clustering of core elements C = {C1, ..., C`} is defined by the set of connected

components in the core-vertex-induced subgraph of G, (Core, {{u, v}) ∈ E : u, v ∈

Core}) ⊆ G (i.e., C is a partitioning of Core). Clusters in C are expanded by border

elements defined as the set of non-core elements belonging to the ε-neighborhood

of any core element, Border = {v ∈ V \ Core : ∪{u,v}∈E{u} ∩ Core 6= ∅}. A

border element v ∈ Border is assigned to a cluster Ci ∈ C where ∃u ∈ Core :

u ∈ Ci ∧ {u, v} ∈ E. As multiple such Ci’s may exist for v, DBSCAN is non-

deterministic for border elements with ties broken at random (dependent on data

ordering). Remaining elements are identified as noise, Noise = V \ (Core+Border).

Ignoring the non-deterministic nature of assigning border elements to clusters, the

minimum size of a cluster Ci ∈ C is MINPTS.
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Recall DBSCAN ’s inability to simultaneously discover clusters at varying levels

of density. To simplify the discussion of this inability, let us begin by ignoring the

existence of border or noise elements, in which case a ground truth clustering C is

said to be simultaneously discoverable iff C is strictly simultaneously discoverable

(Definition 1).

Definition 1 (Strictly Simultaneously Discoverable). For ground truth clustering

C = {C1, .., C`}, C is strictly simultaneously discoverable by DBSCAN (with density

function fε(·)) iff ε and MINPTS exists such that:

1. ε ≥ εlb where εlb = max (εC1 , .., εC`
) and εCi

is equal to the maximum edge

weight in the minimum spanning tree of Ci (i.e., the minimum value of ε such

that all members of cluster Ci belong to the same connected component in the

ε-neighbors graph).

2. ε < εub where εub = min {d(x,y) : (x ∈ Ci ∧ y ∈ Cj 6=i) ∧ Ci, Cj ∈ C} (i.e., no

two clusters belong to the same connected component in the ε-neighbors graph)

3. MINPTS ≤ min{x ∈ C : fε(x)} (i.e, all elements are dense or ∀x ∈ C : fε(x) ≥

MINPTS)

It follows from Definition 1 that C is strictly simultaneously discoverable by DB-

SCAN iff εub > εlb for ε ∈ [εlb, εub) and MINPTS ≤ min{x ∈ C : fε(x)}. In other

words, the minimum inter-cluster distance must be larger than the maximum of the

minimum intra-cluster distances required to connect all member elements of each

cluster. Associating εCi
with the density of Ci (e.g., higher values of εCi

correspond

to lower density), one can say that discoverability is dependent on the lowest density

cluster in C. Specifically, the lowest density cluster defines the threshold for inter-

cluster distances (i.e., the minimum distance at which two clusters are considered

5



separable). As density and this threshold are negatively correlated (i.e., as density

decreases, the threshold will increase), this dependence becomes increasingly trou-

blesome as the range of cluster densities increases. For example, two highly dense

clusters that are separable relative to their densities may be otherwise non-separable

given the existence of a third cluster of lower density.

Commonly, parameter selection of DBSCAN is performed over ε for some fixed

value of MINPTS, implicitly assuming the existence of an appropriate value of

ε for any MINPTS. In Definition 1, one sees the reasoning behind such an

assumption given the dependence between MINPTS and ε (i.e., MINPTS ≤

min{x ∈ C : fε(x)}). However, one also sees the flaw in this assumption as MINPTS

is bounded within the range defined by ε ∈ [εlb, εub). Figure 1 highlights this fact

where DBSCAN clustering performance in several cases is highly dependent on the

choice of MINPTS independent of ε. In any case, an intuitive positive correlation

between ε and MINPTS exists given that ∀x ∈ C : ε ≤ ε′ ←→ fε(x) ≤ fεε(x). Note

that the domain of ε may be defined discretely according to the pairwise distances of

C as connectivity and density are only affected at these distances.

From Definition 1, one can also see the dependence of DBSCAN on the scale

of intra-cluster distances of C. Specifically, consider the minimum distance εC of a

cluster C ∈ C. Assume that distance d(·, ·) is absolute homogeneous (e.g., Euclidean)

such that ∀x,y ∈ C and α ∈ R, |α|d(x,y) = d(αx, αy) where α controls the scale of

intra-cluster distances in C. Note the orderings induced by d(·, ·) on C are invariant

to the choice of α (i.e., ∀x,y, z ∈ C : d(x,y) ≤ d(y, z)←→ |α|d(x,y) ≤ |α|d(y, z)).

Consequently, the set of edges defining the minimum spanning tree of C are likewise

invariant to α (assuming identical orderings in the case of ties), though |α| scales their

weights. Thus, for any α, C is connected at minimum distance |α|εC (i.e., dependent

on the scale of intra-cluster distances of C). In contrast, the kNN graph of C is
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Fig. 1.: Adjusted Rand Index (ARI) performance of DBSCAN forMINPTS = 1..100

for several synthetic datasets from Table 2. For each MINPTS, the value of ε was

chosen by optimizing ARI.

identical for any α (i.e., invariant to the scale of intra-cluster distances of C).

Extending Definition 1, relax the strictly dense assumption by allowing for noise

elements, continuing to ignore the handling of border elements. Now, a ground truth

clustering C is said to be simultaneously discoverable iff C is relaxed simultaneously

discoverable (Definition 2).

Definition 2 (Relaxed Simultaneously Discoverable). For ground truth clustering

C = {C1, .., C`}, C is relaxed simultaneously discoverable by DBSCAN (with density

function fε(·)) iff ε and MINPTS exists such that:

1. C ′ = {C ′1, .., C ′`} such that ∀i = 1..` : C ′i ⊆ Ci where C ′i = {x ∈ Ci : fε(x) ≥

MINPTS} and C ′i 6= ∅ (i.e., a non-empty subset of each cluster at density level

MINPTS).

2. C ′ is strictly simultaneously discoverable (i.e., dense elements of C are strictly
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simultaneously discoverable at density level MINPTS)

By introducing noise (Definition 2) DBSCAN relaxes the definition of simulta-

neously discoverable to allow for error (i.e., cluster elements incorrectly identified as

noise, N = {x ∈ C : fε(x) < MINPTS}). Note that if ground truth clustering C

satisfies Definition 1, then C also satisfies Definition 2, else MINPTS must be cho-

sen such that MINPTS > min{x ∈ C : fε(x)} regardless of ε. As such, MINPTS

controls the amount of error in a DBSCAN clustering (e.g., increasing MINPTS

increases the size of N). Following this reasoning, the optimal value of MINPTS is

the minimum value at which such a C ′ (Definition 2) exists (i.e., the clustering that

minimizes the error or size of N). Note that even with the introduction of noise, a

ground truth clustering C may exist such that C is not relaxed simultaneously discov-

erable (Definition 2). For example, the ground truth clustering C shown in Figure 2,

which is not relaxed simultaneously discoverable for two reasons. First, for any ε, all

elements in the green cluster are denser than (fε(x) is greater than or equal to) all

elements in the red cluster (i.e., for any value of MINPTS that identifies a green

element as noise, all red elements are identified as noise). Second, there exists an

element x in the red cluster with the following properties: (1) x defines the minimum

inter-cluster distance, and (2) for any ε, fε(x) is greater than or equal to the density

of all other elements in the red cluster.

The implicit assumption of DBSCAN is that by removing elements as noise

in increasing order by density (e.g., by increasing MINPTS or decreasing ε), one

increases the upper bound of ε and/or decreases its lower bound (i.e., one assumes

that a relaxed simultaneously discoverable solution is approached such that εub > εlb

for C ′). Ignoring the requirement that noise elements are determined according to

density, the optimal relaxed simultaneously discoverable solution (i.e., the solution

8



Fig. 2.: Example of a dataset with ground truth clustering C = (red elements, green

elements) that is not relaxed simultaneously discoverable (Definition 2).
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which minimizes the size of N) can be determined by directly removing elements that

define the ε bounds (e.g., element x or y, which define the minimum inter-cluster

distance εub). As such, in DBSCAN, the removal of low-density elements can be

viewed as a heuristic for identifying such elements where ground truth is unknown.

Expressly, one assumes that elements that define the ε bounds correspond to low-

density elements.

In the remainder of this section, an argument is made for the correctness of

this assumption. To simplify the discussion, as in Definition 1, assume ε = εlb =

max (εC1 , .., εC`
), MINPTS = min{x ∈ C : fε(x)} , and εlb ≥ εub (i.e., C is not

strictly simultaneously discoverable). Furthermore, assume that ε is fixed such that

the amount of noise elements is increased by increasing MINPTS. Of course, one

could fix MINPTS and decrease ε, or adjust both simultaneously to obtain sim-

ilar (increased noise) though non-identical results. Let MINPTS be increased to

MINPTS ′ = MINPTS + 1 with new upper and lower bounds ε′ub and ε′lb. At a

minimum, one needs to make the argument that removing low-density elements (i.e.,

those below density level MINPTS ′) is more likely to result in a case where εub < ε′ub

or εlb > ε′lb than removing elements at random.

For the upper bound (minimum inter-cluster distance), the argument is relatively

straightforward. Note that by definition, minimum inter-cluster distance elements lie

on the border between their respective clusters and that such elements should likewise,

by definition, lie in regions of relatively low density (for their clusters). As such, by

selecting a low-density element, one increases the likelihood of the selected element

being a border element, which likewise increases the likelihood of said element defining

the upper bound (i.e., those elements whose removal would increase the upper bound).

For the lower bound (maximum of the maximum edge weight in the minimum

spanning tree of each cluster), the argument is more complex. Given cluster C ∈ C
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with minimum spanning tree T and maximum edge weight εC , removing element

x ∈ C decreases εC iff x belongs to a single edge in T whose weight is equal to εC ,

and the multiplicity of εC in the multiset of T ’s edge weights is equal to 1. In other

words, when x belongs to multiple edges in T , the maximum edge weight in the new

minimum spanning tree is guaranteed to be greater than or equal to εC . However, if

εC decreases given the removal of x, then by definition, x has the largest 1-nearest

neighbor distance in C. Note that density in DBSCAN can be equivalently defined by

MINPTS-nearest neighbor distance, such that the lowest density element in C has

the largest MINPTS-nearest neighbor distance. Thus, assuming a positive correla-

tion between 1- and MINPTS-nearest neighbor distance (the degree of correlation

decreasing as MINPTS increases), one can say that removing the lowest density

element is more likely to decrease the lower bound than random selection.

Similar reasoning can be applies in the kNN graph, where a clustering is discov-

erable where the minimum k required to ensure intra-cluster connectivity (klb) must

be less than the minimum k of an inter-cluster edge (kub). Here the removal of low-

density elements is expected to decrease klb or increase kub. The assumption being that

those likely to have the above effect correspond to isolated vertices in the kNN graph

(i.e., those with low in-degree). Finally, the handling of border elements (assignment

of noise elements to clusters) can be viewed as a heuristic for further reducing error

(number of noise elements) after cluster discovery. In general, the interpretation of

noise should be consistent with their usage (i.e., increasing cluster separability). In

other words, though they may be viewed as outliers, this interpretation is inconsistent

with their usage.
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1.3 Contributions

Due to the popularity of DBSCAN (owing to its simplicity), there exists a long

list of related works seeking to improve upon its results (see Section 2.3). This work

follows along this vain by suggesting two novel level-set, density-based clustering algo-

rithms. First, RNN-DBSCAN is introduced, which replaces ε-neighborhoods connec-

tivity with kNN and total-degree density by in-degree (RkNN). Novel contributions

of this work include the following:

• Empirical demonstration that the model could be reduced to a single parameter

k, using expected in-degree (k) as a natural choice of the density threshold.

• Introduction of a cluster-dependent expansion procedure, with expansion radius

dependent on local cluster density.

• Introduction of two heuristics for the selection of an optimal k based on model

stability and an internal evaluation measure.

• Empirical demonstration of the applicability of approximate kNN to improve

run-time complexity with minimal impact to clustering performance.

Second, the Hk-DC algorithm is introduced, which provides a hierarchical solu-

tion for efficiently computing RNN-DBSCAN -like clusterings over a range of connec-

tivity parameter k, reintroducing the density threshold parameter. Novel contribu-

tions of this work include the following:

• Introduction of a kNN graph structure and density measure for efficiently com-

puting RNN-DBSCAN -like clusterings over a range of connectivity parameters

k.

• Introduction of a non-distance-based, recursive cluster expansion procedure.
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• Introduction of a heuristic for selecting a final flat clustering over a density

threshold range based on cluster persistence.

1.4 Assumptions & Limitations

As is generally the case with real-world data, in clustering, one implicitly as-

sumes that elements form natural groups, where each group is assumed to be depen-

dent on a unique component distribution. Furthermore, in distance-based clustering,

one assumes a meaningful distance measure useful in distinguishing between groups.

Specifically, one assumes the scale of inter-group distances dominates that of intra-

group distances (i.e., groups are separable within the data embedding). However, this

assumption becomes increasingly tenuous as dimensionality increases due to various

reasons (e.g., poor discrimination of distances and the presence of irrelevant or redun-

dant features in the embedding [19]). In particular, poor discrimination due to the

concentration of distances phenomenon where distance becomes indiscernible (i.e.,

the curse of dimensionality). For example, as dimensionality increases, an element’s

nearest neighbor distance approaches its farthest neighbor distance [20].

Given these concerns, a common approach is to apply unsupervised dimensional-

ity reduction to the data. For example, using matrix factorization (PCA [21], manifold

learning (UMAP [22]), or Autoencoders [23]. Note that here one primarily addresses

the problem of redundant features in the embedding, the goal being to reduce the

data embedding to its lower intrinsic dimensionality such that distances are mean-

ingful. Another approach is subspace clustering, where distance becomes dependent

on local feature selection/transformation of the embedding [16, 24, 25]. In this case,

one primarily addresses the problem of irrelevant features, the goal being to limit

distance calculations to a subset of group-dependent relevant features.

This work does not directly address these concerns, though undoubtedly, some
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solutions may be directly applicable (e.g., by first applying PCA to the data). In-

stead, a discussion on the effects of high-dimensionality on the kNN graph is provided.

In [20], the question of when nearest neighbors queries are meaningful in high dimen-

sional embeddings is addressed, specifically, scenarios likely to retain good separation

between the farthest and nearest neighbors. Such scenarios include instances where

the query is increasingly close to a sample element and falls within some group. Note

that both scenarios correspond to the case of clustering using the kNN graph.

Such queries remain meaningful due to the effect of distance concentration on

multimodal data (i.e., assuming natural groups). Specifically, while intra-group dis-

tances do become meaningless (each group corresponding to a unimodal distribution),

inter-group distances retain meaning. Thus, nearest neighbors are likely to belong to

the same group, whereas the ordering of intra-group neighbors becomes increasingly

meaningless (e.g., the ordering of k-nearest neighbors). However, this does affect the

use of vertex in-degree to estimate density.

In [26], this phenomenon is further investigated for the distribution of RkNN

(referred to as k-occurrences) as dimensionality increases. Specifically, in low-

dimensions, this distribution resembles a random graph model (i.e., Erdos-Renyi,

which is binomial and Poisson in the limit), whereas dimensionality increases the

distribution skews to the right, becoming log-normal. The positive skew is due to

the emergence of hubs, elements with a high number of RkNN (i.e., popular nearest

neighbors). In multimodal data, hubs correspond to elements closer to the mean of

a component distribution, expected distance to the mean becoming smaller than the

distance to other elements (i.e., spatial centrality becomes amplified). Note that anti-

hubs also emerge with low in-degree that are farthest away from their component’s

mean.

In distance-based clustering, this is problematic as hubs exhibit both relatively
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low intra- and inter-group distances (i.e., they are close to both inter- and intra-

group elements). Thus, the effect of hubs on clustering requires further investigation,

specifically with respect to the distance induced ordering of their intra- versus inter-

group elements.

15



CHAPTER 2

LITERATURE REVIEW

2.1 Introduction

This chapter presents a review of the related literature, with a primary focus

on level-set density-based clustering and the kNN graph. Section 2.2 provides an

overview of density-based clustering approaches, and Section 2.3 a more thorough

discussion on level-set density-based clustering approaches. Section 2.4 discusses the

related field of outlier detection, while Section 2.5 discusses kNN graph construction

cost and connectivity properties. Finally, Section 2.6 provides a formal discussion on

non-parametric density estimation techniques seen in level-set density-based cluster-

ing.

2.2 Density-based Clustering

Density-based clustering can be described as a two-step procedure, density esti-

mation followed by cluster discovery (see Figure 3 for an overview of approaches). For

density estimation, algorithms can be categorized as parametric or non-parametric.

In parametric, density estimation is performed using a finite mixture model where

component densities are assumed to be of parametric form (e.g., Gaussian). As an

example, assuming some number of clusters, model parameters can be estimated us-

ing the EM algorithm [15] (density estimation), with each element being assigned to a

component using Bayes rule (cluster discovery). The parametric form of density-based

clustering is commonly referred to as model-based clustering [27].

In non-parametric, density estimation is not restricted by assumptions regard-
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Fig. 3.: Overview of density-based clustering approaches.

ing the parametric form of the underlying density function (e.g., histograms, naive

estimator, kernel estimator, or nearest neighbor method [28]). Such estimates are

not parameter-free (e.g., bandwidth for kernel estimators or k for nearest neighbor

methods); instead, parameters result in less rigid distributional assumptions of the

data. Specifically, the data are not assumed to be drawn from a known parametric

family of distributions. For example, in a kernel estimator, the bandwidth parameter

controls the estimator’s smoothness, a trade-off between the estimator’s bias and vari-

ance. Note that for efficiency, density estimates with compact support are commonly

preferred (i.e., estimates whose support size are not of order n).

Non-parametric density estimate approaches can be further categorized accord-

ing to their approach to cluster discovery, identifying level-sets (density borders) or

density peaks (mode seeking). In density peak-based clustering, cluster discovery

is performed dynamically by iteratively moving elements along the direction of the

steepest density ascent, where clusters are identified as the set of elements converging
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to the same density peak. For example, gradient- and non-gradient-based algorithms

seen in [29, 30, 31].

Level-set-based clustering, popularized in [14], was first observed as a solution

to the chaining phenomenon in single-linkage clustering [32, 33] and later formalized

in [34]. Here a cluster is defined as a set of maximally connected elements above a

density threshold, with all such sets defining a clustering. In other words, given a

non-parametric density estimate and definition of element connectivity (e.g., a kNN

graph), a clustering is defined as the set of connected components in the dense ver-

tex subgraph of the element connectivity graph. For example, [14] defines element

connectivity by an ε-neighbors graph and element density by vertex degree. Such

a density estimate is equivalent to using a uniform or boxcar kernel estimator, with

bandwidth set to ε. Note that for efficiency, the connectivity graph generally defines

the support of each element’s density estimate.

The above description of level-set-based clustering corresponds to a single-level

case, which may be extended to the multi-level case using hierarchical clustering.

Naively, this can be performed by single-level-set clustering over a range of density

thresholds given a fixed connectivity parameter value (e.g., ε in the case of an ε-

neighborhood graph), or range of connectivity parameter values given a fixed density

threshold. Efficient examples of the latter are described in [35, 36, 37].

2.3 Level-Set-Based Methods

As previously stated, level-set-based methods were initially proposed to solve the

chaining phenomenon in single-linkage clustering [32, 33]. An example of the chaining

phenomenon is when two clusters lying in distinct high-density regions are connected

by a chain of elements traversing a low-density region, resulting in the two separate

clusters incorrectly identified as a single cluster. To address this phenomenon, [32]
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suggested limiting single-linkage clustering to elements satisfying a minimum density

requirement (number of neighboring elements within a distance threshold). Similarly,

[33] extended single-linkage clustering with the condition that both elements of a

minimum distance split had to satisfy a minimum density requirement (number of

neighboring elements within a distance equal to their pairwise distance).

These earlier concepts were later extended and formalized in [34], which described

a density-contour clustering (Definition 3) and density-contour tree in the context of

single-linkage clustering.

Definition 3 (Density-Contour Cluster). Let X be a set of elements and function

f(x) a density function for elements x ∈ X . A density-contour cluster C at density

level λ is a non-empty subset of X , C ⊆ X , satisfying the following conditions:

1. ∀ x ∈ C : f(x) ≥ λ (density level)

2. ∀ x,y ∈ C : x and y are linked by a path whose members all lie in C (con-

nected)

3. ∀ x,y ∈ X : if x ∈ C and x and y are linked by a path whose members z all

satisfy f(z) ≥ λ, then y ∈ C. (maximal)

For cluster C at density level λ, the density inside C is no less than λ, and for

every path connecting x ∈ C to y /∈ C, the density somewhere along the path is less

than λ. Thus, cluster C conforms to the requirement that C is a high-density region

surrounded by lower-density regions. A density-contour clustering at density level λ

is the collection of all such maximal connected subsets covering the set of elements

{x ∈ X | f(x) ≥ λ} (i.e., a clustering of the λ level-set). A density-contour tree is

a tree of nested density-contour clusters constructed by varying density threshold λ.

Increasing λ refines the clustering while decreasing λ coarsens the clustering (i.e., a
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density-contour tree defines a hierarchical density-based clustering or a multi-level-set

clustering).

While Definition 3 directly assumes a given density estimate, there is an implicit

assumption of connectivity required to define paths between elements, realized in

practice by some definition of an element’s neighborhood (e.g., ε-neighbors or kNN).

Thus, Definition 3 has a simple graph interpretation given the resulting neighborhood

graph where a density-contour cluster is a connected component (i.e., connected and

maximal) in the λ level-set vertex-induced subgraph (i.e., density level). As the

prototypical example of a single-level-set method, DBSCAN extended Definition 3 to

include non-level-set elements (border) while presenting an O(n log n) scan procedure

for computing a density-contour clustering (complexity dependent on dimensionality

ant the choice of ε). Concerning the former, level-sets simplify the clustering problem

by focusing on dense elements, effectively increasing the cluster separability. However,

the drawback is that non-dense elements are considered noise and remain unclustered.

Thus, a typical third step is to expand a density-contour clustering with elements that

border neighboring clusters (i.e., bordering elements are assigned to clusters).

Concerning complexity, the scan procedure of DBSCAN performs at most n

breadth-first traversals that are restricted to elements not visited by a prior traversal.

In other words, each element is visited exactly once and requires an ε-neighbors query

to continue the traversal (i.e., n ε-neighbors queries). Thus, given a spatial index of

X with O(log n) ε-neighbors query time complexity, the complexity of DBSCAN

is O(n log n). Given its popularity, most prior work in level-set clustering seek to

improve upon DBSCAN, though they might more correctly be considered variants of

density-contour clustering or trees.

A categorization of level-set clustering research includes approaches for handling

varying levels of cluster density (i.e., multi-level-set), improving computational effi-
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ciency [17, 29, 38, 39, 40, 41, 42, 43, 44, 45, 46], parameter reduction/selection [35,

47, 48], handling high-dimensional data [24, 25, 49], and domain-specific solutions

[50, 51] (e.g., streaming or non-spatial proximity graphs). Note that these categories

are not necessarily exhaustive or mutually exclusive. Furthermore, the focus here is

on handling varying levels of cluster density, which can be further categorized into

hierarchical [35, 52, 53, 40, 41, 36, 37, 54] and non-hierarchical [48, 51, 55, 56, 57, 58,

59, 60, 61, 62, 63, 64, 18, 65, 66, 67] approaches to multi-level-set clustering.

Non-hierarchical solutions to the varying levels of cluster density problem fo-

cus on identifying homogeneous density clusters and using density estimates robust

to variation in local density. Technically, the former case is not a form of level-set

clustering, though it is included here as it is usually contrasted with DBSCAN. For

this case (as described above), a cluster is redefined as a connected set of vertices

of homogeneous density. Clusters are formed by neighborhood graph traversals that

terminate at vertices whose inclusion significantly affects current cluster density (i.e.,

does not fit the cluster’s density distribution). In other words, the density threshold

(level-set requirement) is replaced by a threshold defining significant change in den-

sity. Here elements are generally processed by decreasing density (i.e., clusters are

discovered by increasing density). Thus, clusters are identified at varying levels of

density corresponding to a form of multi-level-set clustering.

For example, in [55], elements are processed in descending order by kNN distance.

Like DBSCAN, a kNN graph graph traversal is performed for each unvisited element

that terminates at vertices whose density is below some threshold of the cluster’s

center vertex density. A center vertex is the initial element of the cluster (i.e., the

vertex with the highest density). As another example, in [48], a cluster is defined as

a set of elements whose observed nearest neighbor distribution fits its expected prob-

ability distribution within some confidence level. Cluster traversals are performed by
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ε-neighbors queries where ε is dependent on the cluster’s current expected nearest

neighbor distance distribution and terminates at vertices that fail the above distri-

bution check. For a third example, in [58], a vertex’s neighborhood is only used in

a cluster traversal if the densities of its neighbors are within some threshold of its

density (i.e., the homogeneous density check is performed locally to the neighborhood

of a vertex).

A density estimate robust to variation in local density refers to an estimate that

is adaptive to fluctuations in local density (i.e, intended to be comparable across an

entire sample). As an example, consider some unimodal distribution; such an estimate

would be one whose expected mean value is to some degree robust to changes in

variance or sample size. In other words, estimates from two such distributions with

different variance and sample size would remain comparable. An example of such an

estimate is the number of RkNN, where an element’s density depends on its neighbors’

local density and is independent of its local density (see Section 2.6). Similarly,

the number of mutual k-nearest neighbors is dependent on the local density of its

neighbors and its local density. Additionally, for RkNN, the estimate’s expected value,

upper bound, and distribution are all to some degree independent of distributional

parameters and sample size (e.g., the expected value is k, and the upper bound is

dependent on dimensionality and k, see the kissing number problem). Note mutual

k-nearest neighbors exhibit similar desirable properties for comparability (e.g., the

upper bound is k).

Other robust estimates can be found in local outlier detection (Section 2.4),

though most of these correspond to normalized local density measures, normalized

according to the local density of neighboring elements (i.e., they are measures of

density homogeneity). As examples in level-set clustering, in [62, 18] and [63, 64], an

element’s density is defined by the number of RkNN and mutual k-nearest neighbors

22



in the kNN graph. Similarly, in [59], density is defined as a function of mutual k-

nearest neighbors and their ranks. Whereas in [57], density is defined by local outlier

factor [68, 69], where cluster traversals are restricted by a change in vertex density

(i.e., a combination of both non-hierarchical approaches).

Hierarchical approaches can be differentiated from other approaches by gener-

ating a hierarchical clustering structure - specifically, a hierarchical structure for ex-

tracting single-level-set clusterings over various densities (i.e., multi-level-set). An

example of a hierarchical approach is OPTICS [35, 52] which generates a type of

dendrogram (reachability plot) of DBSCAN clusterings over a range of ε, using the

concepts of core and reachability distance. The core distance of an element is defined

by its MINPTS-nearest neighbor distance (i.e., the minimum ε at which the element

is in the core set). The reachability distance of element x from y is defined as the

maximum of d(x,y) and the core distance of y (i.e., the minimum ε where x and y

belong to the same cluster).

Given MINPTS and an upper bound of ε, let G be the weighted directed graph

defined by reachability distance. Like DBSCAN, OPTICS performs a scan procedure

using reachability distance for each unvisited vertex v. This procedure is equivalent to

computing the spanning arborescence (rooted directed out-tree) A rooted at v with

minimum weight terminating at non-core vertices. An ordering of vertices is returned

by the weighted path from v in A, along with vertex minimum reachability distance,

defined by a vertex’s reachability distance to its parent in A. Plotting minimum

reachability distance by the returned vertex ordering (i.e., the reachability plot),

clusters are identified as valleys in the plot where deeper valleys indicate increased

density. A DBSCAN clustering at density ε′ ≤ ε is identified as contiguous regions

in the plot having a minimum reachability distance less than or equal to ε′.

An extension of OPTICS is HDBSCAN [36, 37], which introduced mutual reach-
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ability distance. Mutual reachability distance between elements x and y is defined as

the maximum of the MINPTS-nearest neighbor distance of x and y and distance

d(x,y). Given MINPTS, let G be the weighted undirected graph defined by mutual

reachability distance. A hierarchical density-based clustering over ε is produced by

performing single-linkage clustering on G, by computing its minimum spanning tree

and iteratively removing edges in descending order by edge weight. This hierarchical

clustering contains all DBSCAN clusterings of core elements over ε. Additionally, [37]

presents a heuristic for extracting a flat clustering from a hierarchical, density-based

clustering based on the concept of cluster stability. Extending [37], [70] presents a

method for selecting a final flat clustering over a range of density threshold values

based on hierarchy similarity.

2.4 kNN-based outlier detection

Similar to the clustering problem, outlier detection identifies outlier elements in

data given some assumption describing the property(s) that an outlier exhibits [61].

For example, kNN-based outlier detection approaches use the same concept of density

seen in DBSCAN [71, 72, 73, 74, 75]. A commonly used categorization of outlier

detection approaches includes classification-, clustering-, kNN-, and statistical-based

approaches [76]. This section focuses on kNN-based outlier detection, commonly

referred to as local outlier detection. In [77], an overview of kNN -based local outlier

detection approaches is given and defined as relative measures of local density (i.e.,

an element’s local density relative to the local density of its neighboring elements). In

other words, outlier measures that are robust to variation in local density. Hence, the

relationship to density estimates that are robust to varying levels of cluster density.

As an example, the popular Local Outlier Factor (LOF ) [68, 69, 78] and its

variants [77, 79, 80, 81, 82], which is a measure of density homogeneity, or relative
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measure of kNN distance local density (i.e., the local density of an element normalized

by the local densities of its neighbors). Similar to the approach taken here, RkNN

approaches are presented in ODIN [83] and Antihub [84], the latter presenting a

relative RkNN measure or the mutual k-nearest neighbors approaches presented in

INFLO [85], SCAN [51]. Examples of other measures include those which are rank-

based (as opposed to distance) [86, 87], path-based [88], and those focused on high-

dimensional data [89].

An interesting categorization of these approaches lies in their dependence on

the size of the neighborhood in the kNN. For example, an element’s LOF score is

dependent on its two-hop neighborhood (i.e., paths of length two originating from

the element). However, with respect to the work here, many are not monotonically

increasing with k, making them difficult to model hierarchically (i.e., over a range of

k).

2.5 kNN Graph Construction and Properties

As with most kNN-based algorithms, the complexity of the proposed clustering

algorithms is bounded by the cost of constructing the kNN graph. This complexity is

dependent on the solution to the nearest neighbor search problem and its generaliza-

tion to kNN. The naive solution to this problem is a simple sequential scan which is

linear O(n). Thus, a desirable (efficient) solution to this problem is sub-linear. Note

that for the kNN graph one requires the all-pairs solution to this problem, which is

naively O(kn2) (i.e., a desirable solution being sub-quadratic for n).

In the case of low-dimensional data (d ≤ 2), numerous O(n log n) solutions ex-

ist for this problem [42, 43], O(kn log n) for kNN. Similarly, for higher dimensions,

numerous space- and data-partitioning solutions with average case O(n log n) com-

plexity exists (e.g., R∗-tree [90, 91], ball-tree [92], kd-tree [93] and cover-tree [94]).
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Note that we do not differentiate between metric versus non-metric spaces, though

solutions for the latter are more difficult to design given the lack of generic prop-

erties (e.g., triangle inequality). Unfortunately, the performance of such approaches

degrades rapidly as dimensionality increases, rarely outperforming sequential scan in

relatively low-dimensions (e.g., d > 10 [95]). As an example, the authors’ of DBSCAN

suggests an R∗-tree for an efficient solution to the related ε-neighbors search problem

in the case of low-dimensional data and relatively small values of ε (small values of ε

likely corresponding to cluster solutions of interest [96, 97]), making an argument for

O(n log n) complexity.

Approximate solutions have been presented as no efficient (sub-quadratic) solu-

tion exists to the exact all-pairs nearest neighbor problem in high-dimensions; approx-

imate referring to the expected accuracy (recall) of a k-nearest neighbors query. For

example, the greedy nearest neighbor propagation approaches introduced in [98, 99,

100, 101]. Given the significance of the problem, numerous approximate solution exist

approaching or surpassing O(n log n) complexity (see the benchmark [102]). Addi-

tionally, the suitability of approximate solutions to density-based clustering has been

previously demonstrated [42, 43, 49, 18].

For clustering, an important question involves the expected connectivity of the

kNN graph for k as n increases. Specifically, given multi-modal data of size n, one

is interested in the lower bound of k such that with high probability, each group is

connected (i.e., all group elements belong to a single connected component). Note

that this problem may be considered for the symmetric (weakly connected), directed

(strongly connected), or mutual k-nearest neighbors graphs and that the value of k

increases such k symmetric ≤ k directed ≤ k mutual.

In all cases, this value is known to be of the form k ∼ log n [103, 104, 105],

equivalent to the value of k for the connectedness of a uni-modal dataset. However,
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numerous proofs have shown k ∼ c log n such that c < 1 under various conditions [104,

105]. Furthermore, k can be further reduced for the purposes here due to the emer-

gence of a giant connected component, where the maximum size of isolate components

(i.e., those not belonging to the connected component) have been shown to decrease

rapidly as k increases. The latter point is important given a minimum cluster size

(i.e., isolated components do not result clusters).

2.6 Non-Parametric Density Estimation

Level-set density-based clustering algorithms rely on non-parametric methods to

estimate the density of an element from a given sample. This section presents several

estimators, adapted from the univariate discussion of [106] (generalizable to multi-

variate), for commonly used densities seen in level-set clustering. Perhaps the most

used definition of an element’s density is the number of sample elements within an ε-

neighbors neighborhood centered at the element. A Level-set is defined as the subset

of elements with a density greater than or equal to MINPTS (i.e., the MINPTS

density level-set). For simplicity, this definition is referred to as the DBSCAN density

estimator.

Begin by assuming sample X of size n containing element x. The DBSCAN

density estimator is equivalent to a kernel estimator (Equation 2.1) with a uniform

(box) kernel (Equation 2.2) and bandwidth h = ε.

f̂(x) =
1

nh

n∑
i=1

K

(
x−Xi

h

)
(2.1)

K(x) =


1
2
, if |x| ≤ 1

0, otherwise

(2.2)
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For Equation 2.1, an element belongs to the MINPTS density level-set if∑n
i=1K

(
x−Xi

h

)
≥ MINPTS

2
(i.e., at least MINPTS sample elements are within band-

width h of x). Accordingly, MINPTS density level-set indicator function can be

defined as f̂(x) ≥ MINPTS
2nh

or simply f̂(x) ≥MINPTS for the unnormalized density

as commonly used in level-set clustering. The unnormalized density being adequate

for finding samples lying in high-density regions. Note that the use of a compactly sup-

ported kernel (e.g., uniform) has computational advantages. Specifically, the density

of an element is dependent on the subset of sample elements within the bandwidth,

where the kernel is 0 for all other elements.

Similarly, the DBSCAN density estimator can be defined as the distance to an

element’s kNN in the sample where k = MINPTS. The level-set of dense sample

elements being defined as the subset with kNN distance less than or equal to ε (i.e.,

the ε density level-set). This interpretation is equivalent to the kNN density estimate

(Equation 2.3) with k = MINPTS.

f̂(x) =
k

2ndk(x)
(2.3)

Note in Equation 2.1 dk(x) defines the distance from x to its kNN in the sample

and is inversely proportional to the minimum bandwidth required to contain k sample

elements when centered at x. Furthermore, assuming a uniform kernel, Equation 2.3

is a special case of the generalized kNN estimator (Equation 2.4). Nearest neighbor

estimators adapt smoothing to the local density of a sample element where k controls

the degree of smoothing.

f̂(x) =
1

ndk(x)

n∑
i=1

K

(
x−Xi

dk(x)

)
(2.4)

For Equation 2.3, an element belongs to the ε density level-set if dk(x) ≤ ε (i.e.,
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by definition, at least k sample elements are within dk(x) of x). Accordingly, the

indicator function of the ε density level-set can be defined as f̂(x) ≥ k
2nε

or simply

f̂(x) ≥ 1
ε

for the unnormalized density. The inversion of epsilon and reversal of the

inequality is due to the inverse relationship between density and kNN distance (i.e.,

f̂(x) ≥ 1
ε

= 1

f̂(x)
≤ ε). Note the equivalence of the MINPTS and ε density level-set

indicator functions when h = ε and k = MINPTS (i.e., MINPTS
2nh

= k
2nε

).

For both cases, a smoothing parameter defines the neighborhood (bandwidth) of

a sample element (i.e., the distance-based smoothing parameter h = ε in Equation 2.1

and the size-based smoothing parameter k = MINPTS in Equation 2.3). Simi-

larly, a threshold parameter is used to define the density level-set (i.e., the size-based

threshold parameter MINPTS for Equation 2.1 and the distance-based threshold

parameter ε for Equation 2.3). Equality of the two cases is due to the following

reasons: (1) use of a uniform kernel, (2) inversion of the smoothing and threshold

parameters, and (3) inversely proportional relationship between kNN distance and

the minimum bandwidth required to contain k samples. In either case, density is a

local estimate (i.e., dependent on the neighborhood of a sample element defined by a

fixed bandwidth or size).

A less common definition of an element’s density is its number of RkNN in

a sample. As with the DBSCAN density estimator, the level-set of dense sample

elements is defined as the subset with a density greater than or equal to MINPTS,

differing by the definition of density. Again, for simplicity, this definition will be

referred to as the RNN-DBSCAN density estimator. The RNN-DBSCAN density

estimator is equivalent to the variable (adaptive) kernel method (Equation 2.5) with

a uniform kernel and bandwidth h = 1.
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f̂(x) =
1

n

n∑
i=1

1

hdk(Xi)
K

(
x−Xi

hdk(Xi)

)
(2.5)

In the unnormalized case, for Equation 2.5, an element belongs to the MINPTS

density level-set if
∑n

i=1K
(

x−Xi

hdk(Xi)

)
≥MINPTS (i.e., x is within the kNN distance

(dk(Xi)) of at least MINPTS sample elements Xi). Accordingly, the MINPTS

density level-set indicator function of the unnormalized density is f̂(x) ≥MINPTS.

As with the DBSCAN density estimator, a smoothing parameter is used to define

neighborhood size (i.e., k used to define the variable bandwidths). Note that the vari-

able bandwidths are themselves local density estimates (e.g., Equation 2.3). However,

unlike the DBSCAN density estimator, in the RNN-DBSCAN density estimator, a

sample element’s density is independent of its local density; instead, it is dependent

on the local densities of the other sample elements (i.e., variable bandwidths). Thus,

density is a global estimate (i.e., an element’s density is dependent on a sequence of

local estimates computed over the entire sample).

As a final abbreviated example, in IS-DBSCAN, an element’s density is defined

as its number of mutual k-nearest neighbors in a sample. This density is equivalent

to a variable kernel, as shown in Equation 2.6 for a uniform kernel and bandwidth

h = 1. Note that here density is a combination of a local and global element.

f̂(x) =
1

n

n∑
i=1

1

hmin (dk(x), dk(Xi))
K(

x−Xi

hmin (dk(x), dk(Xi))
) (2.6)
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CHAPTER 3

METHODOLOGY

3.1 Introduction

In this chapter, the two proposed clustering algorithms, RNN-DBSCAN and

Hk-DC, are presented. Sections 3.2, 3.3, and 3.4 formally describe the single-level-

set algorithm RNN-DBSCAN with respect to the kNN graph, density, and level-set

clustering. The Pseudo-code of RNN-DBSCAN with its method for handling noise

is presented in Section 3.4.1, and a proposed heuristic for selecting k is presented

in Section 3.4.2. The extension to a multi-level-set algorithm Hk-DC is formally

described in Section 3.5. A proposed heuristic for extracting a flat clustering is

presented in Section 3.5.1, along with a method for handling noise in Section 3.5.2.

Assume dataset X = (x1..xn), a tuple consisting of n elements drawn from the

real coordinate space of dimension d such that ∀i ∈ {1..n} : xi ∈ Rd. Let N = {1..n}

define the set of implicit element indices of X such that i ∈ N ⇐⇒ xi ∈ X , i and xi

are used interchangeably throughout to refer to the ith element in X . A clustering is

defined as a strict partitioning of X , or an equivalent partitioning of N , with noise.

In the latter case, each noise element may be viewed as either belonging to a single

noise partition (i.e., containing all noise elements) or its own singleton partition (i.e.,

one singleton partition for each noise element).

3.2 kNN Graph

First, for all elements i, j ∈ N , assume a symmetric distance function d : X ×

X → [0,∞) such that d(xi,xj) = d(xj,xi). Next, let rank order function r(i, j)
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(Definition 4) define the rank of j for i such that there exist no more than r(i, j)

elements in N with distance to i smaller than d(xi,xj). In other words, r(i, j) = k

indicates that j is the kNN of i. According to Definition 4, an element is not the

nearest neighbor of itself, and distance ties are broken at random (i.e., an ordinal

ranking).

Definition 4. Rank Order Let function r : N ×N → N define the rank orders of X

where r(i, ·) is the rank order of i, according to the order statistics of sample d(xi, ·),

such that:

1. ∀i, j, j′ ∈ N : r(i, j) ≤ r(i, j′) ⇐⇒ d(xi,xj) ≤ d(xi,xj′) where j, j′ 6= i

(ascending order by distance)

2. ∀i ∈ N :
∑

j∈N\i {r(i, j)} = N \ n (ordinal ranking)

3. ∀i ∈ N : r(i, i) =∞ (rank of an element wrt. itself is ignored)

Given rank order function r(i, j), the set of kNN of i (i.e., i’s k-nearest neigh-

borhood) can be defined as:

Ni,k = {j ∈ N : r(i, j) ≤ k} (3.1)

For example, Figure 4a shows the rank order and k-nearest neighborhood(s) of

a small dataset. Recalling that an element is not considered the nearest neighbor

of itself, the neighborhood’s size is restricted to k ∈ [1..n − 1]. In practice, kNN

definitions may vary (e.g., wrt. the handling of distance ties and the inclusion of an

element as the nearest neighbor of itself).

Given Equation 3.1, the kNN graph of X is defined as:

Gk = (V = N,E = {(u, v) ∈ V × V : v ∈ Nu,k}) (3.2)
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(a) rank order
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V = {1, 2, 3, 4, 5}
E = {(1, 2), (1, 3), (2, 1), (2, 3), (3, 1),
(3, 2), (4, 1), (4, 3), (5, 1), (5, 2)}

r(1, ) = [ , 2, 1, 3, 4]
wk((1, 2)) = r(1, 2) = 2
wk((1, 3)) = r(1, 3) = 1
wk((1, 1)) = wk((1, 4)) = wk((1, 5)) =

(b) edge weight

Fig. 4.: (a) Rank order r(i, ·) and nearest neighborhoods Ni,k of element i = 1, given

the order statistics of sample d(i, ·), for k ∈ {1..4}. (b) kNN graph (k = 2) with edge

weights w((i, ·)) for element i = 1.

where Gk is the directed graph with vertices equal to N and a directed edge from

each vertex to each of its kNN. Assume for any graph functions v and e (e.g., v(Gk)

and e(Gk)) that refer to a graph’s set of vertices and edges, respectively.

Finally, Gk is extended to be edge-weighted according to weighting function wk,

such that for all edges (u, v) ∈ v(Gk)× v(Gk), wk is defined as:

wk((u, v)) =


r(u, v) (u, v) ∈ e(Gk)

∞ otherwise

(3.3)

where the weight of edge (u, v) ∈ e(Gk) is equal to k′ ∈ [1..k] such that v is the

k′NN of u (i.e., the minimum value of k such that v is in the k-nearest neighborhood

of u). As an example, Figure 4b shows a kNN graph with edge weights.

3.3 k-Density

Given kNN graph Gk, for all vertices v ∈ v(Gk), let function fk(v) (Definition 5)

define a neighborhood density estimate of v such that fk(v) is dependent on a local
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subgraph of Gk centered at v. More intuitively, one may consider fk a measure of

local vertex centrality or isolation (e.g., degree-based centrality).

Definition 5. Neighborhood Density Estimate Let function fGk
: N → R≥0 (or

simply fk = fGk
) define a mapping from vertices in N to a neighborhood density

estimate such that:

1. ∀k ∈ {1..n − 1} and v ∈ v(Gk) : fk(v) is dependent on the proper subset of

vertices and edges in Gk within some graph distance from v (compact support)

2. ∀k, k′ ∈ {1..n − 1} and v ∈ N : fk′(v) ≤ fk(v) ←→ k′ ≤ k (monotonically

increasing wrt. k)

As a simple yet effective example of density function fk, let fk(v) be defined as

the number of RkNN of v in Gk (i.e., the in-degree of v):

f rnn
k (v) = |{(u,w) ∈ e(Gk) : w = v}| (3.4)

In the remainder of this work, fk assumes Equation 3.4 (i.e., fk = f rnn
k ), though

other valid examples of Definition 5 exist (e.g., the number of mutual k-nearest neigh-

bors). Given fk and a density threshold ε ∈ [0, n − 1], let a vertex’s k-density be

defined as the minimum value k′ ∈ [1..k] such that fk′(v) ≥ ε (or ∞ if no such k′

exists for k):

gfk(v, ε) =


arg mink′∈[1..k] fk′(v) ≥ ε fk(v) ≥ ε

∞ otherwise

(3.5)

In other words, for gfk(v, ε) = k′, k′ defines the smallest kNN graph (i.e., sub-

graph Gk′ ⊆ Gk) at which v is dense for ε. As an example, Figure 5 shows kNN

graphs, RkNN densities, and k-densities. Note the following properties of k-density

function gfk :
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Fig. 5.: kNN graphs ((a) k = 1 and (b) k = 2) showing the RkNN density and

k-density of vertex i = 3 (reverse nearest neighbors indicated by red arrows).

Remark 1. ∀k ∈ {1..n−1}, v ∈ v(Gk), and ε, ε′ ∈ [0, n−1] : gfk(v, ε′) ≤ gfk(v, ε)←→

ε′ ≤ ε (gfk is monotonically increasing for ε).

Remark 2. ∀v ∈ N, ε ∈ [0, n − 1], and k, k′ ∈ {1..n − 1} : gfk(v, ε) ≥ gfk′ (v, ε) ←→

k ≤ k′ (gfk is monotonically decreasing for k, specifically, for cases where gfk(v, ε) =

∞).

Remark 3. ∃k ∈ {1..n−1} such that ∀v ∈ v(Gk) and ε ∈ [0, n−1] : gfk(v, ε) ≤ n−1

(there exists a k at which all vertices satisfy the ε density threshold).

Remark 4. ∀k ∈ {1..n − 1} and ε ∈ [0, n − 1] : {v ∈ v(Gk) : fk(v) ≥ ε} = {v ∈

v(Gk) : gfk(v, ε) ≤ k} (gfk can replace fk in identifying ε-dense vertices).

Finally, given k-density function gfk and density threshold ε ∈ [0, n− 1], the set

of ε-dense vertices in Gk is defined as the subset of vertices whose local density is

greater than or equal to ε (or equivalently whose k-density is less than or equal to k):

Dfk,ε = {v ∈ v(Gk) : gfk(v, ε) ≤ k} (3.6)
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3.4 k-Density Clustering

Given definitions of density and connectivity, let a k-density cluster be defined

as a set of elements C such that: (1) all elements in C are dense, (2) all elements in C

are connected by a path whose members all lie in C, and (3) C is maximal. Thus, a

k-density clustering is a set of all clusters C in X with non-dense elements identified

as noise.

Given a neighborhood graph and set of dense vertices, let a k-density clustering

be defined as the set of connected components in the graph’s dense-vertex-induced

subgraph. In other words, a k-density clustering of X is a partitioning defined as the

set of connected components in the dense-vertex-induced subgraph (e.g., the set of

weakly or strongly connected components given a directed neighborhood graph).

Formally, given neighborhood graph G = Gk and dense vertex set D = Dfk,ε,

let the dense-vertex-induced subgraph of G be defined as:

G(D) = (V = D,E = {(u, v) ∈ e(G) : u, v ∈ D}) (3.7)

Assuming dense-vertex-induced subgraph G = G(D), let partitioning function

p(·) (Defintion 6) define the set of connected components of G:

Definition 6. Partitioning Let function p : G→ P define a partitioning of G such

that:

1. (1) ∅ /∈ P , (2)
⋃

P∈P P = v(G), and (3) ∀P, P ′ ∈ P : P ∩ P ′ = ∅ ←→ P 6= P ′ :

(partitioning).

2. ∀P ∈ P and u, v ∈ P : u is reachable from v in G (connected).

3. ∀P, P ′ ∈ P where P ′ 6= P : @v ∈ P ′ reachable from all u ∈ P in G (maximal).

Note that for vertices u, v ∈ v(G), u is reachable from v if there exists an undi-
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rected path from v to u in G. In which case, p(G) is the set of weakly connected

components when G is directed. Likewise, one could define the set of strongly con-

nected components by requiring a directed path from v to u, or G could be undirected

(e.g., the mutual kNN graph).

To summarize, a k-density clustering of X is defined as a partitioning of the ε-

dense vertices in Gk (P = p(Gk(Dfk,ε))), the set of non-dense vertices being identified

as noise O = v(Gk) \ Dfk,ε. Note that if O 6= ∅ then P + O defines a partitioning

of X , else P defines a partitioning of X . As an example, Figure 6 shows the ε-

dense vertices, dense-vertex-induced subgraph, connected components, and resulting

k-density clustering for a sample dataset.

3.4.1 RNN-DBSCAN

k-density clustering is an example of single-level-set clustering, where connectiv-

ity is defined by the kNN graph and density by the k-density function. In the case

of single-level-set clustering, k-density is not strictly required as the level-set can be

identified directly using its underlying density function (i.e., {v ∈ v(Gk) : gfk(v, ε) ≤

k} = {v ∈ v(Gk) : fk(v) ≥ ε}). The advantages of k-density are shown in Section 3.5

for the case of multi-level-set clustering.

In RNN-DBSCAN [18], we proposed a single-level-set clustering algorithm equiv-

alent to the k-density clustering described above (i.e., using kNN graph connectivity

and RkNN density). In addition, a fixed minimum density threshold of ε = k was

suggested to simplify parameter selection, representing the expected density of an

element drawn randomly from dataset X . Algorithm 1 lists the pseudo-code of RNN-

DBSCAN, presented as a scanning procedure similar to that of DBSCAN.

For dataset X and parameter k, elements are traversed in arbitrary order. If

the current (seed) element has yet to be assigned to a cluster and is a core (dense)
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Fig. 6.: (a) Set of ε-dense vertices (colored red), (b) dense-vertex-induced subgraph,

(c) subgraph connected components (indicated by color), and (d) resulting k-density

clustering (clusters indicated by color with black elements indicating noise) for the

kNN graph of the aggregate dataset (see Table 2), k = 10 and ε = k.
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element, it is assigned to a new cluster. The new cluster is expanded by a breadth-

first traversal of the undirected kNN graph starting at the current element, traversals

terminating at non-core elements (Algorithm 2). For core elements, the returned

clustering (assign) corresponds to the partitioning defined by the connected compo-

nents in the core-vertex-induced undirected kNN graph of X (i.e., is equivalent to

the k-density clustering). Clustered non-core elements correspond to elements that

are within the kNN of a core element. Note that the cluster assignment of non-core

elements is non-deterministic and is conceptually equivalent to the cluster expansion

seen in DBSCAN.

In addition to the above expansion of non-core elements, RNN-DBSCAN further

expands clusters by the local distance-based density of each cluster. For the returned

cluster assignments assign, let the resulting partitioning be defined by P = (P1..P`)

where ` = max assign and ∀Pi ∈ P : Pi = {j = 1..n : assign[j] = i}, along with

the set of noise elements O = {i = 1..n : assign[i] = NOISE}. The distance-based

density of partition P ∈ P is defined as the maximum pairwise distance between

elements in P , restricted to the set of pairs occurring as edges in the kNN graph

(Equation 3.8).

d(P ) = max{d(xi,xj) : i, j ∈ P ∧ ((i, j) ∈ e(Gk) ∨ (j, i) ∈ e(Gk))} (3.8)
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Algorithm 1 RNNDBSCAN

Input: X , k
Output: assign
1: Compute kNN graph Gk of X
2: assign[∀v ∈ v(Gk)] = UNCLASSIFIED
3: cluster = 1
4: for v ∈ v(Gk) do
5: if assign[v] = UNCLASSIFIED then
6: if f rnn

k (v) < k then
7: assign[x ] = NOISE
8: else
9: initialize empty queue seeds
10: neighbors = RNNDBSCAN Neighborhood(Gk, v)
11: seeds.enqueue(neighborsv)
12: assign[v + seeds] = cluster
13: while seeds 6= ∅ do
14: w = seeds.dequeue()
15: if f rnn

k (w) ≥ k then
16: neighbors = RNNDBSCAN Neighborhood(Gk, w)
17: for z ∈ neighbors do
18: if assign[z] = UNCLASSIFIED then
19: seeds.enqueue(z)
20: assign[z] = cluster
21: else if assign[z] = NOISE then
22: assign[z] = cluster

23: cluster = cluster + 1

24: ExpandClusters(Gk, assign)
25: return assign

Algorithm 2 RNNDBSCAN Neighborhood

Input: G, v
Output: neighbors
1: neighbors = {u ∈ v(G) : (v, u) ∈ e(G) or ((u, v) ∈ e(G) and f rnn

k (u) ≥ k)}
2: return neighbors
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Given distance-based density function d(·), Algorithm 3 lists the pseudo-code

for this additional cluster expansion step. For all noise elements o ∈ O, o is

assigned to partition P ∈ P if a kNN of o is a core element in P whose dis-

tance to o is less than or equal to d(P ), ∃p ∈ P : (o, p) ∈ e(Gk) ∧ fk(o) ≥

k ∧ d(xo,xp) ≤ d(P ). In the case of multiple assignee partitions, o is assigned

to the nearest partition P defined by minimum distance to core element p, P =

arg min{P∈P,p∈P :(o,p)∈e(Gk)∧fk(o)≥k∧d(xo,xp)≤d(P )} d(xo,xp).

Algorithm 3 RNNDBSCAN ExpandClusters

Input: G, assign
Output: assign
1: for cluster = 1..max assign do
2: den[i] = d(Pi)

3: for v ∈ v(G) do
4: if assign[v] = NOISE then
5: neighbors = {u ∈ v(G) : (v, u) ∈ e(G)}
6: mincluster = NOISE
7: mindist =∞
8: for u ∈ neighbors do
9: cluster = assign[u ]
10: dist = d(v, u)
11: if f rnn

k (u) ≥ k & dist ≤ den[i] & dist < mindist then
12: mincluster = cluster
13: mindist = dist
14: assign[v] = mincluster

15: return assign

3.4.2 RNN-DBSCAN : Choice of k

Given the dependence of RNN-DBSCAN on k, in this section, two heuristics

are presented to aid in selecting an appropriate value of k for a given dataset. The

first heuristic is based on the assumption that a correct clustering solution is stable

with respect to the model parameter(s) (i.e., stable over a range of k). A simple

yet effective strategy for observing this stability is to examine the number of clusters
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Fig. 7.: Parameter k versus the number of clusters (log) for RNN-DBSCAN cluster-

ings produced over the range k = 1..100 for several datasets from Table 2.

produced by RNN-DBSCAN versus k (i.e., stable wrt. the number of clusters).

Recall that RNN-DBSCAN returns partitioning P = (P1..P`), along with a set of

noise elements O, with the number of partitions (clusters) ` = |P |. Let Pk and Ok be

the RNN-DBSCAN clustering for parameter k. As shown in Figure 7, the number of

clusters is not monotonically decreasing for k (i.e., no guarantee that |Pk| ≥ |Pk+1|).

However, a strong negative correlation exists such that as k → n − 1 : |Pk| → 1.

Additionally, one can observe elbows in the plot, after which the number of clusters

maintains some degree of stability as k increases.

Assuming that the correct clustering solution exists at the elbows and is stable,

they can be identified by spikes in the histogram of |Pk| over an appropriate range

of k, dependent on the size of the dataset. Specifically, by ordering the histogram

in decreasing order by the number of clusters, we propose the first spike in the his-

togram observed at the number of clusters c∗ (i.e., the assumed correct number of

42



clusters). As by definition, multiple values of k should result in c∗ clusters, we fur-

ther propose selecting the correct value of k, k∗, as the minimum value of k with

c∗ clusters, k∗ = arg mink |Pk| = c∗ (i.e., the k corresponding to the first elbow).

Note that by examining the histogram, instead of the plot, no strict definition of

the stability’s range is required (i.e., a sequence of some length), relying instead on

the negative correlation between k and the number of clusters. Similarly, given the

negative correlation, k∗ should correspond to the first elbow in the plot.

This heuristic is driven by the assumption that the correct choice of k is related

to the stable solution, which simultaneously maximizes the number of clusters while

minimizing k. In Section 4.2.1, empirical evidence is presented in support of this

heuristic. As a second heuristic, we considered DBVC [107], an internal validation

measure for density-based clustering. Specifically, we consider a simplification of

DBVC [43]. DBCV is based on the assumption that elements in a cluster should be

tightly connected while elements belonging to different clusters are well separated.

First, defining ’tightly connected’, let function d(·) define the density of a partition

P ∈ Pk as the maximum distance in the minimum spanning tree of core-elements in

P . Next, to define cluster separability, let function s(·, ·) define the separability of

two partitions P, P ′ ∈ Pk as the minimum pairwise distance between core-elements

from P to P ′.

For partitioning P = {P1, ..., Pl}, the validity of partition P ∈ P is defined by

function v (Equation 3.9), which compares the density of P to its minimum separa-

bility.

v(P ) =
minP ′∈P\P s(P, P

′)− d(P )

max (minP ′∈P\P s(P, P ′), d(P ))
(3.9)

The validity index of partitioning P is defined by function vi (Equation 3.10) as
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the weighted average of the validity indices of all partitions in P :

vi(P) =

|P|∑
i=1

|Pi|
n
× v(Pi) (3.10)

where vi(P) ∈ [−1,+1] with larger values indicating a better clustering. Thus,

the assumed correct choice of k, k∗, is the k which maximizes Equation 3.10, k∗ =

arg maxk vi(Pk). Empirical evidence in support of this approach is presented in

Section 4.2.1.

3.4.3 RNN-DBSCAN Complexity

The complexity of RNN-DBSCAN is dependent on the cost of computing the

exact or approximate kNN graph, along with the choice of k. Here will assume that

the kNN graph is given (see Section 2.5 for a discussion on kNN graph complexity).

Given Gk, the RkNN density function (Equation 3.4) has complexity O(1), with an

overall complexity of O(n) to compute the density of all elements. Algorithm 1 is

equivalent to the cost of performing ` breadth-first searches of core-elements in Gk,

equivalent to the cost of computing the core-element connected components in Gk

with the number of components equal to `. Thus, the complexity of Algorithm 1 is

O(n + nk), where n is the number of vertices and nk is the number of edges in Gk.

Of course, this complexity becomes quadratic when k ≈ n, though in practice, the

correct choice of k is such that k << n.

Algorithm 3 has complexity O(kn), as the k-neighborhood of each noise element

is searched for candidate partitions. Note that this complexity covers the cost of

computing the density of each partition (i.e., the maximum pairwise distance be-

tween core-elements for edges in Gk, which is likewise O(kn)). Thus, the cost of

RNN-DBSCAN is O(n+ nk) plus the cost of computing the kNN graph, which will
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assuredly dominate the complexity (e.g., O(kn log n) or O(kn2)).

With respect to the heuristics for choosing k, given some maximum value kmax,

note that the kmaxNN graph contains all nearest neighbor graphs in the range of

k = 1..kmax. Furthermore, for each k, the (k − 1)NN graph can be obtained by

removing n edges from the kNN graph. Thus, the cost of computing all kNN graphs

is equal to the cost of computing the kmaxNN graph plus O(nkmax) (i.e., the cost of

removing n edges kmax times, assuming O(1) cost of edge removal). Additionally,

RNN-DBSCAN (Algorithm 1) is run on each kNN graph for a total complexity of

O((n + nkmax) + (n + n(kmax − 1)) + .. + (n + n)). Note that as neither heuristic is

dependent on Algorithm 3, it need not be considered.

3.5 Hierarchical k-Density Clustering (Hk-DC )

Recall that k-density clustering uses two parameters to define the connectivity

(k) and density level-set (ε) of all elements in X . Inspired by [36], for a fixed density

threshold of ε ∈ [1, n − 1] and connectivity k ∈ [1, n − 1], an efficient hierarchical

k-density clustering algorithm is proposed to compute all k′-density clusterings over

the range k′ ∈ [1, k] within a single hierarchical clustering.

For k and ε, let mutual reachability graph Gfk,ε be defined as the undirected

collapsed graph of Gk (i.e., v(Gfk,ε) = v(Gk) and (u, v) ∨ (v, u) ∈ e(Gk) ⇐⇒

{u, v} ∈ e(Gfk,ε)). Furthermore, Gfk,ε is extended to be edge-weighted according to

weighting function wfk,ε, such that for all edges {u, v} ∈ v(Gfk,ε)× v(Gfk,ε), wfk,ε is

defined as:
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wfk,ε({u, v}) =


max(gfk(u, ε), gfk(v, ε),

min (wk(u, v), wk(v, u)))

{u, v} ∈ e(Gfk,ε)

∞ otherwise

(3.11)

Equation 3.11 defines the weight of an edge {u, v} in Gfk,ε as the minimum

(k′ ≤ k)NN graph such that: (1) both u and v are ε-dense, and (2) an undi-

rected edge exists between u and v. In other words, for k′ = wfk,ε({u, v}),

Gk′ ⊆ Gk is the smallest nearest neighbor graph in which u and v are both ε-dense

(gfk(u, ε) ≤ k′ and gfk(v, ε) ≤ k′) and u is in the k′NN neighborhood of v or vice versa

(min (wk(u, v), wk(v, u)) ≤ k′). This definition is similar to the mutual reachability

graph of [36], inspired by the concept of mutual reachability [35]. The difference being

in definitions of connectivity and density.

Figure 8 shows the resulting mutual reachability graph for the kNN graph and

k-density of a sample dataset. Note that other valid definitions of the mutual reach-

ability graph exist, including using the undirected mutual graph of Gk (as opposed

to the collapsed graph) or taking the maximum edge weight between two vertices (as

opposed to the minimum).

Using the subgraph notation from Equation 3.7, let Gfk,ε(k
′) define the subgraph

of Gfk,ε obtained by removing all vertices and edges whose k-density and edge weight

are greater than k′ ∈ [1..k]:

Gfk,ε(k
′) = (V = {v ∈ v(Gfk,ε) : gfk(v) ≤ k′},

E = {{u, v} ∈ e(Gfk,ε) : u, v ∈ V ∧ wfk,ε({u, v}) ≤ k′}) (3.12)

The resulting k′ mutual reachability subgraph Gfk,ε(k
′) has the following prop-
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Fig. 8.: (a) k-density and (b) mutual reachability graph for a kNN graph (k = 2).

Note here ε = k and graph edges show k-density and mutual reachability graph edge

weight.

erties:

Remark 5. ∀k′ ∈ [1..k] : partitioning Pk′ = p(Gfk,ε(k
′)) is equal to p(Gk′(Dfk′ ,ε

))

(all k′-density clusterings can be obtained from Gfk,ε).

Remark 6. ∀k′, k′′ ∈ [1..k] such that k′′ ≤ k′ : p(Gfk′′ ,ε
(k′′)) = p(Gfk′ ,ε

(k′′)) =

p(p(Gfk,ε(k
′′)) (all k′′-density clusterings can be obtained from Gfk,ε(k

′)).

Remark 7. ∀k′, k′′ ∈ [1..k] such that k′′ ≤ k′ : partitioning Pk′′ is a refinement of Pk′

(Pk′ and Pk′′ represent cuts in a single hierarchical partitioning).

Consequently, all k′-density clusterings for k′ ∈ [1..k] can be produced in a nested,

hierarchical way by removing edges in decreasing order of weight from the minimum

spanning tree of Gfk,ε [36]. This procedure is equivalent to divisive single-linkage clus-

tering of a neighborhood graph (e.g., Gfk,ε). The k′-cut of the resulting dendrogram

being equal to the k′-density clustering.

Let H be a matrix of size n × (k + 1) representing the hierarchical k-density
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clustering. Matrix entry H i,j equal to the ith element’s cluster assignment at the

jth-cut in the hierarchical clustering. In other words, H i,j is the k-density clustering

assignment of element i where k = j. Note that k+ 1 is done strictly for convenience

when the k-density clustering does not yield a single cluster. It represents the root of

a divisive hierarchical clustering where all elements are assigned to a single cluster. In

practice, H might be defined more compactly as a cut might not exist for all values of

k′ (e.g., when k′ is not an edge weight in the minimum spanning tree of Gfk,ε). Algo-

rithm 4 lists the pseudo-code of hierarchical k-density clustering (Hk-DC) returning

matrix H . Inputs include dataset X , connectivity parameter k, density threshold ε,

and minimum cluster size m (elements of clusters smaller than m identified as noise).

Lines 1-3 compute the weighted mutual reachability graph Gfk,ε as discussed

above. Line 4 computes the minimum spanning tree M of the mutual reachability

graph, used in place of the mutual reachability graph to perform the hierarchical

clustering, improving efficiency while producing identical results, a common technique

used in single linkage clustering. As the existence of a minimum spanning tree is not

guaranteed for all instances of Gfk,ε (i.e., M may be a minimum spanning forest),

lines 5-6 convert M to a tree by adding a minimum set of edges with weight∞. Line

7 adds self-edges for all vertices in M of weight equal to the k-density of each vertex,

as done in [36]. Self-edges distinguishes between the case of a singleton cluster versus

noise when m = 1. Finally, line 8 initializes the root vertex, assigning all vertices to

a single cluster.

Lines 9-23 perform the divisive hierarchical clustering by removing M ’s edges in

decreasing order by weight (from k to 1). At each iteration k′, this is performed by

first removing all edges from M with weight greater than k′ (lines 10 and 11) and

then computing the k′-density clustering (partitioning P) using M (line 12). Next,

P is used to compute H ·,k′ by updating the (k′ + 1)-density clustering in H ·,k′+1 to
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Algorithm 4 HkDC

Input: X , k, ε,m
Output: H
1: Compute weighted k-nearest neighbor graph Gk of X
2: Compute k-density (gfk(v, ε)) for all vertices v ∈ v(Gk)
3: Compute weighted mutual reachability graph Gfk,ε of Gk and gfk(·, ε)
4: Compute minimum spanning tree M of Gfk,ε

5: if M is a forest then
6: Randomly add # of trees - 1 edges of weight ∞ such that M is a tree

7: Extend M by adding a self-edge for each vertex v ∈ v(M) with edge weight
equal to gfk(v, ε)

8: Set c id=0 and initialize matrix H ·,k+1 = c id
9: for k′ = k to 1 do
10: Compute set of edges E in M with edge weight greater than k′

11: Remove edges E from M , M = M \ E
12: Compute k′ partitioning P = p(M )
13: Compute set of k′ + 1 clusters inter-connected by an edge in E, C =⋃

{u,v}∈E {Hu,k′+1}
14: For all clusters c ∈ C, compute number of non-spurious partitions nc of c in

partitioning P
15: for P ∈ P do
16: c = Hv,k′+1 for any v ∈ P
17: if c /∈ C or nc < 2 then
18: Hv∈P,k′ = c
19: else if |P | < m or (m == 1 and the current degree of v ∈ P in T is zero)

then
20: Hv∈P,k′ = −1
21: else
22: c id = c id+ 1
23: Hv∈P,k′ = c id

24: return H
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the k′-density clustering (lines 13-23). Note that only clusters in the (k′ + 1)-density

clustering with vertices adjacent to the set of removed edges require updating. Line

13 computes this set of clusters C. Next, for each cluster c ∈ C, the number of

non-spurious partitions nc is computed in line 14. A non-spurious partition of cluster

c is a partition P ∈ P such that P is a subset c and |P | ≥ m.

H ·,k′ is updated in lines 15-27 by iterating over all partitions P ∈ P , and as-

signing all vertices v ∈ P to one of the following three values: (1) v’s (k′+ 1)-density

cluster (Hv,k′+1), (2) noise (−1), or (3) a new cluster (c id + 1). In the first case

(lines 17-18), v’s (k′+ 1)-density cluster c (line 16) has not changed or, P is the only

non-spurious partition of the partitioning of c. For the second case (lines 19-20), P

is a spurious partition or a singleton partition of v where v is not ε-dense. Finally,

in the third case (lines 21-23), P is a new cluster as P is one of several non-spurious

partitions of the partitioning of c.

For example, for the small dataset and corresponding minimum spanning tree

(computed from the weighted mutual reachability graph) shown in Figure 9, Table 1

shows matrix H produced by Hk-DC, with the dendrogram representation of H

shown in Figure 10a.

3.5.1 Hk-DC : Extracting a Flat Clustering

One straightforward solution for extracting a flat clustering is to select a single cut

in the hierarchy (e.g., a k′-cut in the k-density hierarchical clustering). However, this

assumes the correct clustering is discoverable using a single global cut. Unfortunately,

such a solution may fail to simultaneously detect clusters at varying levels of density

(i.e., significant differences in k-density), which would require multiple local cuts (at

different levels). Furthermore, recall that HK-DC is dependent on density threshold

ε. Thus, in addition to discovering a final flat clustering, discovering an appropriate
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Fig. 9.: (a) Sample dataset and (b) corresponding minimum spanning tree of the

weighted mutual reachability graph for k = n − 1 and ε = 2. In (a), element colors

represent a notional clustering with black elements representing noise.

Table 1.: Matrix H Returned by Hk-
DC†‡

k′ 1 2 3 4 5 6 . . . 14

x1 -1 1 1 0 0 0 . . . 0
x2 1 1 1 0 0 0 . . . 0
x3 -1 1 1 0 0 0 . . . 0
x4 -1 1 1 0 0 0 . . . 0
x5 2 2 2 0 0 0 . . . 0
x6 -1 2 2 0 0 0 . . . 0
x7 -1 2 2 0 0 0 . . . 0
x8 2 2 2 0 0 0 . . . 0
x9 -1 -1 -1 0 0 0 . . . 0
x10 -1 -1 3 0 0 0 . . . 0
x11 5 3 3 0 0 0 . . . 0
x12 -1 3 3 0 0 0 . . . 0
x13 -1 3 3 0 0 0 . . . 0
x14 4 3 3 0 0 0 . . . 0
x15 -1 -1 -1 -1 -1 0 . . . 0
† For the sample dataset with cor-

responding minimum spanning tree
shown in Figure 9.

‡ Note that k = n−1, ε = 2, andm = 1,
also, column k + 1 has been excluded
as a singleton cluster exists at k.
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(a) dendrogram

(b) directed rooted tree

Fig. 10.: (a) Dendrogram of matrix H shown in Table 1. Note that the x-axis

represents elements, y-axis values of k′, and red lines indicate element transitions to

noise. (b) Directed rooted tree of matrix H shown in Table 1.

value of ε is essential. A heuristic solution is proposed below for extracting a final

flat clustering addressing both issues.

We being by defining a rooted directed trees for each Hk-DC matrix H over a

range of density threshold ε values. Let e define a range of density thresholds (ε’s),

e = [1..εmax] for maximum value εmax. For j = [1..|e|], let T j represent the directed

rooted tree of the Hk-DC matrix H for ε = ej (indicated by Hj). Vertices of T j

are defined as the set of clusters in Hj, v(T j) = {0..max (Hj)} where max (Hj) is

the largest cluster index in Hj. For each vertex v ∈ v(T j), let Cj
v define the set of

member elements of cluster v, Cj
v = {i ∈ N : ∃k′ such that Hj

i,k′ = v}.

To define the edges of T j, for each vertex v ∈ v(T j), let k′birth(v) define the maxi-

mum value of k′ below which cluster v exists in Hj, k′birth(v) = (arg maxk′ H
j
·,k′ = v)+

1. Similarly, let k′death(v) define the minimum value of k′ at which cluster v exists

in Hj, k′death(v) = arg mink′ H
j
·,k′ = v. A directed edge (u, v) exists iff cluster u is a

parent of cluster v in Hj (i.e., T j is an out-tree with edges pointing away from the
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root vertex), e(T j) = {(u, v) ∈ v(T j) × v(T j) : Cj
v ⊂ Cj

u and k′death(u) = k′birth(v)}.

As an example, Figure 10b shows the directed rooted tree of the Hk-DC matrix shown

in Table 1.

Next, we define the set of all flat clusterings within each rooted directed tree. Let

F j define the set of all flat clusterings in T j such that ∀c = [1..|F j|] : F j
c ⊆ v(T j).

A flat clustering F j
c requires that all paths from the root vertex to the leaf vertices

in T j traverse exactly one vertex in F j
c. This requirement ensures that F j

c clusters

are non-overlapping and fully cover the elements in T j (i.e., F j
c is a partitioning,

excluding noise elements). For example, the directed rooted tree T j in Figure 10b

contains three flat clusterings, F j = {{Cj
0}, {C

j
1 , C

j
2 , C

j
3}, {C

j
1 , C

j
2 , C

j
4 , C

j
5}}. As the

size of F increases exponentially for the depth of T (see Section 3.5.3), the first mF

flat clusterings are selected by greedily traversing T by vertex size |C| (Algorithm 5).

Algorithm 5 HkDC flat clusterings
Input: T ,mF
Output: F
1: Initialize priority queue Q (sorted in descending order by vertex size |C|)
2: Insert root vertex of T into Q
3: Initialize F with the root vertex clustering
4: while |Q| > 0 and |F | < mF do
5: v = dequeue Q
6: S = successors of v in T
7: enqueue S into Q
8: for C ∈ F where v ∈ C do
9: Insert (C \ v) + S into F
10: if |F | ≥ mF then
11: break
12: return F

Intuitively, given T 1, ..,T |e|, the problem of extracting the correct flat clustering

involves identifying the most prominent clusters. For a cluster at density threshold j,

prominence is defined as the cluster’s persistence over a local window centered at j.

Given local window size w ≥ 1, the persistence of cluster v ∈ v(T j) is defined as the
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average of the maximum similarity (Jaccard index) between v and all clusters within

the window of trees T `∈W (w,j), W (w, j) = {0 ≤ ` ≤ |e| : j − w ≤ ` < j or j < ` ≤

j + w}:

ls(v) =
1

|W (w, j)|
∑

`∈W (w,j)

max
u∈T `

Cj
v ∩ C`

u

Cj
v ∪ C`

u

(3.13)

Note that the persistence of cluster v ∈ v(T j) is a measure of local similarity

(i.e., local with respect to the choice of density threshold ε). For example, consider

the directed rooted trees T j (j = [1..4]) shown as dendrograms in Figure 11. For

window size w = 2, the persistence score of cluster two at j = 2 (C2
2 = {5, 6, 7, 8}) is

(1 + 1 + 1/8)/3 as the window of j is W = {1, 3, 4} and the most similar clusters to

C2
2 in W are C1

2 = {5, 6, 7, 8}, C3
3 = {5, 6, 7, 8}, and C4

1 = {1, 2, 3, 4, 5, 6}.

Next, cluster persistence is aggregated to compute a flat clustering’s overall per-

sistence. For a flat clustering C ∈ F j, the aggregate persistence of C is defined as the

minimum cluster persistence for all clusters v ∈ C:

als(C) = min
v∈C

ls(v) (3.14)

Now, one might consider selecting the flat clustering with maximum aggregate

persistence. However, such a solution would not be of interest as aggregate persistence

is biased towards flat clusterings consisting of fewer clusters (e.g., the root vertex

cluster is guaranteed a maximum value of one). In general, a cluster’s persistence

can be expected to decrease as the distance from the root vertex increases, which

correlates to an increase in the size of the flat clustering (i.e., the number of clusters).

Thus, a flat clustering should be selected by simultaneously maximizing aggre-

gate persistence and clustering size. We propose plotting the relationship between

aggregate persistence and clustering size to select an appropriate size c∗ (number
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(a) j = 1 (b) j = 2

(c) j = 3 (d) j = 4

Fig. 11.: Hk-DC dendrograms for the dataset shown in Figure 9a. Note that e = [1..4]

((a)-(d)), k = n − 1, m = 1, x-axis represents elements, y-axis values of k′, and red

lines indicate element transitions to noise.
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of clusters). Given c∗, the final flat clustering solution is assumed to be the solu-

tion of size c∗ that maximizes aggregate persistence. Let cmax define the size of the

largest flat clustering in T 1, ..,T |e|, c
max = max1≤j≤|e|,C∈Fj |C|. For each flat cluster

size c ∈ [2..cmax], maximum aggregated persistence for size c (malsc) in T 1, ..,T |ε| is

defined as:

malsc = max
1≤j≤|ε|,C∈Fj

c

als(C) (3.15)

where F j
c is the subset of flat clusterings in F j of size c, F j

c = {C ∈ F j : |C| = c}.

Note that singleton clusterings (c = 1) are ignored. Thus, c∗ is selected by observing

the maximum aggregated local similarity at each size c.

In general, the (malsc versus c)-plot can be expected to decrease as c increases.

However, sharp decreases in this plot at the ground truth number of clusters have

been consistently observed (see Section 4.3.3). These results suggest that the (malsc

versus c)-plot can be used to select the number of clusters c∗. Additionally, given c∗,

the solution with c∗ clusters that maximizes aggregate persistence has been observed

to be strongly correlated with the optimal solution (see Section 4.3.3).

In addition to maximum aggregate persistence, to capture the persistence of flat

clusterings of size c over the global range of e, each c in the (malsc versus c)-plot is

colored according to the average maximal aggregate persistence over T 1, ..,T |e| for

size c:

gmalsc =
∑

1≤j≤|e|

max
C∈Fj

c

als(C)/|e| (3.16)

In Equation 3.16, maximal aggregate persistence for size c is computed separately

for each ε ∈ e and averaged. Thus, gmalsc is a measure of how persistent size c is

across the global range of ε. Similar to malsc, gmalsc decreases as c increases, with
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sharp decreases observed at the ground truth number of clusters (see Section 4.3.3).

For example, Figure 12 shows the (malsc versus c)-plot for the dataset in Fig-

ure 9a. The correct number of clusters (c∗ = 3) is identifiable by the significant

decrease in malsc and gmalsc observed at c = 4. Given this observation, the max-

imal aggregate persistence flat clustering of size c∗ = 3 correlates with the ground

truth.

3.5.2 Hk-DC : Cluster Expansion

Recall a clustering is defined as a partitioning of a subset of X , P , with remain-

ing elements identified as noise, O. If O is empty, P covers X . However, as discussed

in Section 1.2, the purpose of identifying noise is to increase separability, where clus-

tering error can be reduced by the assignment of noise to neighboring clusters. In

other words, for noise element o ∈ O, o might be better described as lying on the

boundary of a cluster P ∈ P (lying within a low-density region of P ). Thus, o should

be assigned to cluster P (i.e., P should be expanded by o) in such cases. As an

example, see Figure 12c, which identifies two noise elements, one correctly and the

other incorrectly.

From Section 3.5.1, recall k′birth(P ) defines the maximum value of k′ below which

cluster P exists in a Hk-DC solution, k′death(P ) defining the smallest. Consequently,

k′birth(P ) defines the largest kNN graph (k = k′birth(P )) in which k-density cluster P

exists. Thus, a natural upper bound for expanding cluster P is to limit its expansion

to the (k′birth(P ) − 1)NN of elements in P . In other words, noise o ∈ O should be

assigned to cluster P if o is a (k′birth(P ) − 1)NN of any element in P , ∃v ∈ P :

w((v, o)) ≤ k′birth(P ) − 1. In the case of ties, o is assigned to the P maximizing the

inverse sum of nearest neighbor edge weights:
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(a) (malsc vs. c)-plot
(b) c = 2

(c) c = 3 (d) c = 4

Fig. 12.: (a) (malsc versus c)-plot (colored by gmalsc) for the dataset shown in

Figure 9, with maximal aggregate persistence flat clusterings for c = [2..4] ((b)-(c)

color indicating clusters and black points indicating noise). Note that in (a), x-axis

is malsc, y-axis is c, and color is gmalsc; and that the parameters w = 1, k = n− 1,

and m = 1 were used.
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nnw(P, o) =
∑

v∈P :w((v,o))≤k′birth(P )−1

1

w((v, o))
(3.17)

Note that this expansion of clusters P ∈ P with noise O can be applied

recursively. For example, assuming noise o ∈ O is assigned to P , noise in o’s

(k′birth(P ) − 1)NN could likewise be assigned to P . This is being performed itera-

tively, terminating when no new noise assignments exist, or O has been exhausted.

Note that each iteration increases the graph distance from P ’s original elements by

one in the (k′birth(P )−1)NN graph. Thus, ones confidence in o belonging to P should

decrease after each iteration.

Algorithm 6 lists the pseudo-code for cluster expansion, returning an updated

clustering (P , O). Inputs include the previously selected Hk-DC flat clustering

(P , O), kNN graph Gk, and boolean indicator recursive. Lines 3-5 compute the

inverse sum of nearest neighbor edge weights (Equation 3.17) for each cluster-noise

pair (P, o). This value is zero when o is not in P ’s (k′birth(P )− 1)NN. Lines 6-10 as-

signs noise o to cluster P that maximizes the inverse sum of nearest neighbor weights

if this value is greater than zero and removes o from the set of noise. This process

is continued (Line 11) if recursive is true, the set of noise is nonempty, and new

assignments were performed in the previous iteration.

As an example, Figure 13 shows an expansion of the flat clustering in Figure 12c.

Element x9 is assigned to cluster 3 because it is the second nearest neighbor of x11

in 3, while element x15 remains noise as it is not in the third nearest neighborhood

of any cluster element. Further discussion of this expansion procedure is provided in

Section 4.3.3.
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Algorithm 6 HkDC cluster expansion
Input: P , O,Gk, recursive
Output: P , O
1: do
2: W |P|×|O| = 0
3: for P ∈ P do
4: for o ∈ O do
5: W P,o = nnw(P, o)

6: for o ∈ O do
7: P = arg maxP W P,o

8: if W P,o > 0 then
9: P = P + o
10: O = O \ o
11: while recursive and |O| > 0 and max(W ) > 0
12: return P,O

Fig. 13.: Expansion of the flat clustering (colors indicating clusters and black points

indicating noise) shown in Figure 12c for recursive = true. Note that the directed

edge indicates the assignment of noise (9) through a cluster element (11).
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3.5.3 Hk-DC : Complexity

Hk-DC ’s complexity depends on the cost of computing the exact or approximate

kNN graph, along with the choice of k. Here will assume that the kNN graph is

given (see Section 2.5 for a discussion on kNN graph complexity). Then, given Gk,

edge weights of Gk (Equation 3.3) require kNN to be sorted by distance, which has

a complexity of O(kn log k), using an efficient sorting method such as quicksort [108]

or mergesort [109]. Note that this cost may be built into the cost of computing the

kNN graph.

The RkNN density function (Equation 3.4) has complexityO(1). The complexity

of k-density is O(k log k), as k-density (Equation 3.5) can be efficiently computed by

sorting incoming edges by edge weight and selecting the weight at index ε (i.e., the

minimum value of k with at least ε reverse nearest neighbors). Thus, overall k-density

complexity is O(kn log k). This complexity may increase depending on the chosen

density function (e.g., densities with greater than one-hop neighborhood support).

Construction of the mutual reachability graph Gfk,ε requires computing Gk’s

collapsed graph, O(kn). Hk-DC (Algorithm 4) computes the minimum spanning tree

of Gfk,ε and sorts the resulting tree’s edges by weight. The minimum spanning tree

is O(kn log n) using an efficient version of the Prim [110] or Kruskal [111] algorithm,

while sort is O(n log n) (minimum spanning tree edges may be returned in order by

weight). The divisive clustering cost depends on the height of the resulting hierar-

chical clustering tree, which is at most k, along with the cost of computing the set

of connected components after each split. Thus, complexity is O(kn), where at each

level of the tree, computing connected components cost at most O(n) as at most

n elements exist at each level, and a vertex belonging to each component is known

(vertices incident to the removed edge). Thus, the cost of Hk-DC is O(kn log k) plus
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the cost of computing the kNN graph, which may dominate the complexity (e.g.,

O(kn2)).

The cost of running Hk-DC over the range of density threshold e isO(|e|kn log k).

Without loss of generality, assume that hierarchical clustering tree T is a binary tree

as an arbitrary m-ary tree can be converted to a binary tree of equivalent height

(O(log2 |T |) ≡ O(logm |T |)). Computing cluster persistence (Equation 3.13) is worst-

case O(|e|w4k) as a perfect binary tree of depth k contains 2(2k) − 1 = O(2k)

vertices with O((2k)2) = O(4k) pairs. The number of flat clusterings |F | in T

is equal to the number of full rooted subtrees in T . For a perfect binary tree

T of depth dT , the number of full rooted subtrees is equal to the number of full

rooted subtrees (minus one) of a perfect binary tree of depth dT − 1 squared (e.g.,

|F | = 1, 4, 25, 676, 458329, 210066388900, .. for dT = 1, 2, 3, 4, 5, 6, ..). Thus, comput-

ing all flat clusterings F of T is intractable for even small values of k. Instead, a

subset FmF ⊆ F such that |FmF | ≤ mF is used, where FmF is computed by greedily

traversing T by vertex size.

The complexity of computing the aggregate cluster persistence scores (Equations

[3.14,3.15,3.16]) is O(|e|mF2k) as the maximum size of a flat clustering in a perfect

binary tree of depth k is equal to 2k (number of leaf vertices). Finally, expansion

(Algorithm 6) has a complexity of O(nk), where each edge in Gk is traversed. Note

that minimum cluster size m can be used to decrease complexity by significantly

decreasing the size of T . For example, given a perfect binary tree T of depth k

with uniform vertex size, m = n/2k decreases the size of T by 2k vertices (effectively

reducing the depth of T by one). Similarly, increasing the value of density threshold

ε decreases the size of T . Let p(gfk(v, ε) ≤ k) be the probability that the k-density

of element v ∈ v(Gk) is less than or equal to k for ε. As ∀v ∈ v(Gk) : p(gfk(v, ε) ≤

k) ≥ p(gfk(v, ε+ 1) ≤ k), increasing ε decreases the probability that any element will
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be k-dense, decreasing the number of elements at depth k in T .
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CHAPTER 4

RESULTS & DISCUSSION

4.1 Introduction

In this chapter, the two proposed clustering algorithms, RNN-DBSCAN and

Hk-DC, are evaluated, and their performance is discussed. Section 4.2 presents the

results for RNN-DBSCAN, with performance evaluation in Section 4.2.3. Addition-

ally, Section 3.4.2 presents results on the choice of k heuristic, while Section 4.2.2

discusses the effect of n on k. Finally, Section 4.2.4 investigates the effect of using an

approximate kNN graph on performance. Section 4.3 presents the results for Hk-DC,

with performance evaluation in Section 4.3.3. Additionally, Sections 4.3.1 and 4.3.2

discuss the effect of n and m (minimum cluster size) on k.

The artificial datasets in Table 2 and the real-world datasets in Table 3 were used

to evaluate RNN-DBSCAN and Hk-DC. Short descriptions of the real-world datasets

are banknote (banknote authentication), ctg (cardiotocography fetal state), digits

(optical recognition of handwritten digits), ecoli (ecoli protein localization sites),

htru2 (pulsar candidates), iris (iris plant type), seeds (varieties of wheat kernels),

farm (farm satellite image), and house (individual household electric power consump-

tion).

Clustering performance was measured using external evaluation metrics Adjusted

Rand Index (ARI) [120] and Normalized Mutual Information (NMI) [121, 122]. ARI

is a similarity measure between two clusterings adjusted for chance that is related

to accuracy, while NMI quantifies the amount of information obtained about one

clustering through the other (i.e., the mutual dependence between the two). In the
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Table 2.: Artificial Datasets

Name Size # Classes # Dimensions

aggregation [112] 788 7 2

blobs [113] 1K,10K,100K,1M 5 3

can3147 [63] 3147 4 2

can473 [63] 473 8 2

circle [113] 1K,10K,100K,1M 2 2

clust3 2d [114] 330 3 2

clust3 3d [114] 330 3 3

compound [112] 399 6 2

d31 [112] 3100 31 2

fire [112] 1025 2 2

flame [112] 240 2 2

grid 1250 2 2

jain [112] 373 2 2

moons [113] 1K,10K,100K,1M 2 2

pathbased [112] 300 3 2

r15 [112] 600 15 2

spiral [112] 312 3 2

swissroll [113] 1K,10K,100K,1M 2 3

t4†[115] 8000 6 2

t7†[115] 10000 9 2

t8†[115] 8000 8 2

† Original dataset was unlabeled requiring elements to be labeled man-
ually.
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Table 3.: Real-World Datasets

Name Size # Classes # Dimensions

banknote [116] 1372 2 4

ctg [116] 2126 10 19

digits [116] 1,797 10 64

ecoli [116] 336 8 7

farm†[117, 118] 3,627,086 - 4

house†[117, 116] 2,049,280 - 6

htru2 [116, 119] 17,898 2 8

iris [116] 150 3 4

seeds [116] 210 3 7

† Datasets are unlabeled.

case of elements being identified as noise, each noise element was treated as a distinct

singleton cluster for both ARI and NMI. Additionally, clustering Purity was used, a

weighted average of the percentage of elements belonging to the dominant class in

each cluster.

Recall that RNN-DBSCAN requires one model parameter defining the k-nearest

neighbor graph size (k), while Hk-DC requires additional model parameters: density

threshold (ε) and minimum cluster size (m). In both cases, a Euclidean distance

measure was used to compute the k-nearest neighbor graph.
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4.2 RNN-DBSCAN

4.2.1 RNN-DBSCAN : Choice of k

Two heuristics for selecting k based on clustering stability and the internal eval-

uation metric DBVC were proposed in Section 3.4.2. First, for clustering stability,

it was assumed that a correct choice of k could be discovered by examining the his-

togram of clustering size for a range of k and selecting the first spike in the histogram

(in descending order by cluster size). Empirical evidence for this assumption is shown

in Figure 14, where optimal clustering performance is highly correlated with this first

spike. However, this only suggests an appropriate number of clusters that may be

obtained using multiple values of k.

Additionally, Figure 14 shows maximum ARI performance (solid line) and ARI

performance at the minimum value of k (dashed line). Here a strong correlation is

observed between the two measures suggesting that the minimum value of k is an

appropriate choice for the selected number of clusters. Results for two unlabeled

datasets are shown in Figure 15, where ARI performance is unknown. Here one sees

the resulting cluster solutions corresponding to the minimum value of k at the first

spike in the histogram.

Finally, Figure 16 shows the correlation between DBCV (gray line) and ARI

(black line), suggesting it can also be used to select an appropriate value of k (i.e.,

k, which maximizes DBVC ). Though in some cases, high values of DBCV result in

relatively low values of ARI wrt. the optimal.

4.2.2 RNN-DBSCAN : Effect of dataset size n on k

As the computational complexity of RNN-DBSCAN is dependent on the cost

of constructing the kNN graph, the effect of n on k is considered here. Intuitively,
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(a) aggregation (b) r15 (c) flame

(d) spiral (e) d31 (f) jain

(g) path-based

Fig. 14.: Number of clusters histogram (bars) and ARI performance (maximum solid

line and at minimum k dashed line) for RNN-DBSCAN clusterings produced over

the range k = [1..100] using several datasets from Table 2. Note that occurrences of

number of clusters equal to 1 are not shown.
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(a) (b)

(c) (d)

Fig. 15.: Number of clusters histograms for RNN-DBSCAN clusterings produced over

the range k = [1, 200] for the (a) t4 and (b) t7 datasets from Table 2. Note that

occurrences of number of clusters equal to 1 are not shown. RNN-DBSCAN clustering

results (number of clusters, 6 and 9, determined from (a) and (b) and corresponding

minimum k values used) for the (c) t4 and (d) t7 datasets.
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(a) aggregation (b) r15 (c) flame

(d) spiral (e) d31 (f) jain

(g) path-based

Fig. 16.: Clustering performance (ARI (black) and DBCV (gray)) vs. k for RNN-

DBSCAN clusterings produced over the range k = [1..100] using several datasets

from Table 2.
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one would expect the correct choice of k to increase as n increases, for example,

at a logarithmic rate k ≈ log n which at a high probability ensures intra-cluster

connectivity. However, for reasons discussed in Section 2.5, a much smaller value of k

may be chosen. As empirical evidence of this phenomenon, Figure 17 shows plots of

ARI performance over a range of k for several artificial datasets, for which the data

generation process remained constant while varying the number of drawn elements

(n = 1K, 10K, 100K, 1M).

Surprisingly, Figure 17 suggests some degree of independence between k and n.

For example, in all cases, the lower bound of k at performance convergence (ARI ≈ 1)

occurs at the largest sample (i.e., at around k ≈ 10 for the n = 1M element datasets).

This perceived independence is likely due to finite sample size, along with several

other factors, such as the effect of expansion, minimum cluster size given k, and

the expected intra-cluster connectivity of elements with high in-degree (i.e., likely

belonging to the emerging giant connected component of each cluster).

Less unexpectedly, one observes less variability in clustering performance as sam-

ple size increases. One observes relatively stable performance over the selected range

of k after convergence for samples of sufficient size. This stability provides some

evidence supporting tying the density threshold to k (i.e., increasing the density

threshold as k increases). Additionally, an appropriate value of k may exist over a

large range of possible values; another interesting observation is that performance

decreases slightly as k increases and sample size decreases. This decrease is likely due

to more identified noise elements (relative to sample size) as the sample size decreases

and k increases.
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(a) blobs (b) circle

(c) moons (d) swissroll

Fig. 17.: ARI performance vs k for RNN-DBSCAN clusterings produced over the

range k = [1..75] using several datasets from Table 2 of sizes 1K (solid), 10K (dash),

100K (dot), and 1M (dot-dash).

72



4.2.3 RNN-DBSCAN : Performance Evaluation

To evaluate RNN-DBSCAN we compared it to RECORD [62], IS-DBSCAN [63],

and ISB-DBSCAN [64]. The latter two model density by mutual nearest neighbors

and connectivity by the mutual k-nearest neighbor graph. DBSCAN [14] and OP-

TICS [35] were also used. For OPTICS, the authors’ proposed approach for auto-

matically extracting a clustering from the reachability plot was used.

For model parameters, for each of the kNN graph algorithms, k was chosen

from the range k ∈ [1..100]. For DBSCAN, MINPTS was chosen from the set

{1, 5, 10, 20}, and ε was chosen over the set of ε values defined by the MINPTS-

nearest neighbor distance of each element. Like DBSCAN, OPTICS MINPTS was

chosen from the same set of values with the maximum value of ε set to the maximum

MINPTS-nearest neighbor distance, and steepness parameter ξ chosen from the

range ξ ∈ [0, 1]. For each algorithm, two sets of parameters were selected, which

maximized ARI and NMI, respectively. Note that the element order was fixed for

each dataset.

Table 4 shows the ARI performance, Purity, number of clusters, and number

of elements identified as noise for RNN-DBSCAN (RNN), RECORD (REC), IS-

DBSCAN (IS), ISB-DBSCAN (ISB), DBSCAN (DBS), and OPTICS (OPT) on the

artificial datasets. In Table 4, RNN-DBSCAN performance is optimal in six of eight

datasets (tied for first in one case) while coming in second for the other two (two

tied for first in one case). Importantly, in each case, RNN-DBSCAN identified the

underlying classes of each dataset (i.e., at the maximum ARI solution number of

clusters was equal to the ground truth), whereas other approaches failed at this task

in at least one case.

DBSCAN performs poorly on the grid dataset by design, whereas each other
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Table 4.: Performance of RNN-DBSCAN on Artificial Datasets as Measured by ARI

and Purity

Data RNN REC IS ISB DBS OPT

aggregate ARI 0.998 0.752 0.872 0.914 0.994 0.979

# clusters 7 7 6 6 7 8

Purity 0.999 1.0 0.956 0.956 0.999 0.987

# noise 0 163 34 0 2 0

d31 ARI 0.896 0.539 0.71 0.739 0.868 0.874

# clusters 31 38 34 43 31 60

Purity 0.975 0.928 0.901 0.861 0.982 0.95

# noise 167 1051 492 244 286 0

flame ARI 0.971 0.631 0.682 0.215 0.944 0.928

# clusters 2 2 2 23 2 3

Purity 0.996 0.995 0.981 1.0 0.992 0.983

# noise 2 43 31 33 4 0

jain ARI 0.983 0.417 0.819 1.0 0.941 1.0

# clusters 2 2 2 2 4 2

Purity 1.0 1.0 1.0 1.0 1.0 1.0

# noise 2 115 34 0 1 0

pathbased ARI 0.917 0.763 0.759 0.789 0.655 0.684

# clusters 3 3 5 5 10 7

Purity 0.99 1.0 0.986 0.989 0.986 0.957

# noise 11 50 21 16 11 0

r15 ARI 0.984 0.751 0.807 0.993 0.979 0.956

# clusters 15 14 15 15 15 16

Purity 0.995 0.932 0.986 0.997 0.995 0.977

# noise 3 103 91 0 6 0

spiral ARI 1.0 1.0 0.947 1.0 1.0 0.653

# clusters 3 3 3 3 3 6

Purity 1.0 1.0 1.0 1.0 1.0 0.888

# noise 0 0 11 0 0 0

grid ARI 1.0 0.922 0.994 0.997 0.5 0.997

# clusters 2 2 2 2 1 3

Purity 1.0 1.0 0.999 0.999 1.0 0.999

# noise 0 50 2 0 625 074



(a) (b)

Fig. 18.: (a) DBSCAN and (b) RNN-DBSCAN clustering results (maximum ARI

solution) for the grid dataset from Table 2. Note that elements colored black were

identified as noise by the clusterings.

approach can identify each grid. For example, Figure 18 shows that DBSCAN in-

correctly identifies one grid as noise, while RNN-DBSCAN correctly identifies both

grids. Overall, DBSCAN performs well across all the datasets, excluding grid and

pathbased, though it does require the choice of two parameters (MINPTS and ε).

Note that the pathbased dataset consists of three classes (two blobs and one chain

with varying densities).

IS-DBSCAN and ISB-DBSCAN fail in several cases that can be attributed to

one of two reasons. First, the influence-space-based approach cannot uncover the

underlying class structure as shown in Figure 19 (splits classes amongst multiple

clusters) and Figure 20 (splits classes amongst multiple clusters and merges classes

into single clusters). Second, for IS-DBSCAN, many elements are incorrectly iden-

tified as noise, as shown in Figure 20 and Table 4. Like IS-DBSCAN, the main

shortcoming of RECORD is that many elements are incorrectly identified as noise,

as seen in Table 4.

For OPTICS, using the automated technique to extract clusters by identifying

dents in the reachability should be considered. For example, performing a single cut
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(a) (b)

Fig. 19.: (a) ISB-DBSCAN and (b) RNN-DBSCAN clustering results (maximum

ARI solution) for the flame dataset from Table 2. Note that elements colored black

were identified as noise by the clustering.

(a) (b)

Fig. 20.: (a) IS-DBSCAN and (b) RNN-DBSCAN clustering results (maximum ARI

solution) for the d31 dataset from Table 2. Note that elements colored black were

identified as noise by the clustering.

in the reachability is identical to DBSCAN. However, the automated technique is

an early form of multi-level-set density-based clustering, explaining the improvement

over DBSCAN (e.g., see OPTICS results on the grid dataset compared to DBSCAN ).

Table 4 shows that the automated version of OPTICS tends to overestimate the

number of clusters. Additionally, the number of noise elements is shown to always be

zero due to the maximum MINPTS-nearest neighbor distance used as the maximum

ε value).
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Table 5.: Performance of RNN-DBSCAN on Artificial Datasets as Measured by ARI

Data RNN REC IS ISB DBS OPT

aggregate 0.996 0.742 0.888 0.954 0.991 0.969

d31 0.934 0.772 0.844 0.879 0.911 0.921

flame 0.931 0.54 0.567 0.362 0.869 0.875

jain 0.97 0.376 0.709 1.0 0.862 1.0

pathbased 0.872 0.706 0.735 0.772 0.704 0.686

r15 0.988 0.881 0.871 0.994 0.984 0.964

spiral 1.0 1.0 0.917 1.0 1.0 0.685

grid 1.0 0.824 0.983 0.991 0.301 0.991

Purity performance is good overall for each clustering approach. However, Purity

must be considered for the number of clusters and noise elements. Hence, the dis-

crepancies in ARI/NMI versus Purity performance. Table 5 shows NMI performance

results on the set of artificial datasets. RNN-DBSCAN performance is identical to

those discussed for ARI (i.e., optimal for six of eight datasets and second for the other

two).

Table 6 shows ARI performance, Purity, number of clusters, and number of

noise elements for RNN-DBSCAN (RNN), RECORD (REC), IS-DBSCAN (IS), ISB-

DBSCAN (ISB), DBSCAN (DBS), and OPTICS (OPT) on the real-world datasets.

RNN-DBSCAN ranks first in three, second in three, and third in one of the datasets.

On the other hand, DBSCAN ranks first in four of the seven datasets, though ranking

no better than third (fourth in one case) on the remaining datasets. Additionally,

for two of the dataset DBSCAN ranks first in, both RNN-DBSCAN and DBSCAN

perform relatively well (ctg) or poorly (htru).

Similar to the artificial datasets, RECORD performs the worst, and ISB-

DBSCAN slightly outperforms its predecessor IS-DBSCAN. In the case of RECORD
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and IS-DBSCAN, from Table 6 one can again see that both methods have issues with

identifying noise observations. Finally, Table 7 shows NMI performance results on

the same set of real-world datasets. Again, one sees that these results correlate with

the ARI observations.

Table 8 shows comparison tests using ARI performance for each pair of clustering

algorithms following the approach in [123]. The results suggest that RNN-DBSCAN

performance is significantly better (p−value ≤ 0.05) than all other evaluated methods

except DBSCAN. In the case of DBSCAN, no significant conclusions can be drawn,

though RNN-DBSCAN is optimal in more cases. However, this is still significant as

in RNN-DBSCAN, the density threshold is fixed, whereas in DBSCAN, the threshold

is varied. Additionally, the connectivity parameter is selected from a smaller input

domain. Given the difficulty in handling noise of the prior kNN approaches, we sug-

gest that the performance gains in RNN-DBSCAN are due to better noise handling.

Furthermore, we suggest this is not observed in DBSCAN due to its larger connectiv-

ity input domain. In other words, cluster boundaries defined by the region enclosed

by a set of intersecting hyper-spheres may be more precisely adjusted by ε.

4.2.4 RNN-DBSCAN : Approximate k Nearest Neighbor Results

An approximate solution is investigated, given the reliance of RNN-DBSCAN on

computing the kNN graph and the associated high computational cost to solve this

problem exactly in high dimensions. The NN-DESCENT [98] algorithm produces an

approximate kNN graph based on the assumption that a neighbor of a neighbor is

also likely a neighbor. NN-DESCENT assumes that an approximate kNN graph can

be incrementally improved by exploring an element’s neighbors’ neighborhoods.

Given approximate kNN graph Gk, let B(x) define the neighborhood of element

x ∈ v(Gk) as the union of the kNN and RkNN of x, B(x) = Nx,k ∪{(u,w) ∈ e(Gk) :
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Table 6.: Performance of RNN-DBSCAN on Real-World Datasets as Measured by

ARI and Purity

Data RNN REC IS ISB DBS OPT

banknote ARI 0.771 0.086 0.596 0.594 0.558 0.225

# clusters 3 4 2 3 8 35

Purity 0.985 0.828 0.894 0.896 0.896 0.98

# noise 34 580 25 10 1 0

ctg ARI 0.951 0.057 0.883 0.902 0.992 0.892

# clusters 10 14 6 9 13 17

Purity 1.0 0.372 0.999 0.999 1.0 0.995

# noise 91 796 409 179 5 0

digits ARI 0.739 0.011 0.462 0.695 0.684 0.315

# clusters 34 3 25 18 21 29

Purity 0.936 0.245 0.957 0.977 0.983 0.733

# noise 104 1524 564 298 355 0

ecoli ARI 0.526 0.14 0.474 0.46 0.639 0.591

# clusters 8 2 4 3 3 5

Purity 0.736 0.538 0.714 0.711 0.582 0.708

# noise 10 89 63 55 100 0

htru2 ARI 0.334 0.146 0.147 0.166 0.552 0.146

# clusters 204 56 310 204 4 26

Purity 0.976 0.915 0.981 0.949 0.977 0.976

# noise 236 1909 4206 2270 2289 0

iris ARI 0.644 0.289 0.566 0.568 0.703 0.643

# clusters 4 2 2 2 7 4

Purity 0.963 0.674 0.671 0.667 0.978 0.847

# noise 16 55 1 0 16 0

seeds ARI 0.617 0.416 0.383 0.361 0.491 0.498

# clusters 4 3 2 9 4 6

Purity 0.898 0.903 0.653 0.888 0.95 0.857

# noise 4 65 34 22 51 0
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Table 7.: Performance of RNN-DBSCAN on Real-World Datasets as Measured by

NMI

Data RNN REC IS ISB DBS OPT

banknote 0.68 0.213 0.59 0.585 0.579 0.363

ctg 0.934 0.399 0.803 0.886 0.99 0.902

digits 0.824 0.47 0.648 0.775 0.77 0.67

ecoli 0.569 0.538 0.551 0.571 0.6 0.55

htru2 0.195 0.116 0.117 0.109 0.25 0.109

iris 0.683 0.445 0.723 0.734 0.734 0.734

seeds 0.618 0.48 0.487 0.495 0.533 0.525

Table 8.: Wilcoxon Signed-Rank Test p-values for ARI Performance in Tables 4 and 6

RNN REC IS ISB DBS OPT

RNN 0.0005485 3.052e-05 0.001586 0.1292 0.002136

REC 0.9996 0.999 0.994 0.9958 0.995

IS 1 0.001312 0.9696 0.9908 0.8349

ISB 0.9987 0.007177 0.03452 0.9063 0.5279

DBS 0.8835 0.005029 0.0107 0.1046 0.06027

OPT 0.9983 0.006018 0.1796 0.5 0.9465
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w = x}. A basic implementation of NN-DESCENT is described as follows. Begin

with a random approximation of the kNN graph. Then, for each element x, x is

compared with its neighbors’ neighbors z such that z ∈ B(y) and y ∈ B(x). At each

comparison attempting to update the kNN of x with z. This process is repeated over

all elements until no updates of the current k-nearest neighbor graph approximation

are found (i.e., no new kNN are discovered).

In addition to the basic implementation of NN-DESCENT, improvements are

also presented in [98] based on local join, incremental search, sampling, and early ter-

mination. These improvements reduce the number of comparisons and improve data

locality for distributed implementations. Two parameters, ρ and δ, are introduced in

this improved implementation with ρ defining the neighborhood sampling rate and δ

defining early termination (i.e., the minimum number of updates). The complexity

of each iteration of NN-DESCENT is O(ρ × n × k2), with the number of required

iterations to convergence being low (empirically observed to be less than 12 iterations

in [98]).

Table 9 shows NN-DESCENT ’s performance along with the ARI performance

of RNN-DBSCAN using NN-DESCENT on several large artificial and real-world

datasets using parameters of k = 100, ρ = 0.1, and δ = 0.001 were used. Note that

scan rate is defined as the number of distance calculations made relative to the number

of comparisons required to compute an exact solution, (n× (n− 1))/2, whereas recall

is the average percentage of correctly identified kNN in the approximate solution.

ARI performance is computed by comparing RNN-DBSCAN clustering results of the

approximate solution versus the exact solution (i.e., the RNN-DBSCAN clustering of

the exact kNN graph is considered the ground truth). Recall from Section 4.2.2 that

the ARI performance of RNN-DBSCAN for the listed artificial datasets of sample

size 1M is approximately one at both k = 10 and k = 100.
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Table 9.: Performance of RNN-DBSCAN for an Approximate kNN Graph as Mea-

sured by ARI

Data Scan Rate Recall ARIk = 10 ARIk = 100

blobs 0.0038 0.996 0.998 0.999

circle 0.0042 0.997 0.973 0.998

moons 0.0042 0.997 0.982 0.998

swissroll 0.0038 0.997 0.982 0.997

farm 0.0013 0.999 0.942 0.982

house 0.0022 0.996 0.978 0.988

In Table 9, nearly perfect ARI performance is observed at k = 100, with a

slight performance decrease at k = 10. Note that better ARI performance might be

obtained for both cases by increasing the value of k used in NN-DESCENT. Addi-

tionally, different values of ρ and δ may likewise improve performance. Concerning

complexity, scan rates indicate an observed complexity of n1.5 (i.e., subquadratic),

though again, this might be improved by adjusting ρ and δ. Overall, from these

results, we conclude that using an approximate kNN graph has a minimal effect on

RNN-DBSCAN performance.

4.3 Hk-DC

4.3.1 Hk-DC : Choice of k for the kNN graph

Recall that a cluster is defined by a connected component of (k′ ≤ k)-dense

elements in the k′NN subgraph of the kNN graph. The effect of k is such that no

clusters split at a value greater than k are discoverable. In other words, by increasing

k, a new coarser flat clustering is potentially discoverable. For the fully connected

kNN graph (k = n− 1), all possible flat clusterings are discoverable and contained in

the k-density hierarchical clustering. However, it is desirable for efficiency if k << n.
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Note that k must be chosen linear to n to ensure connectivity in the kNN graph

given well-separated multimodal data. Thus, clusters only discoverable at k = O(n)

may be considered uninteresting and safely ignored, as they correspond to the joining

of well-separated groups in the data. In other words, they correspond to highly

significant clusters which define a suitable minimum level of coarseness in the data.

A good choice of k should ensure intra-group connectivity of the well-separated

modalities within the data, know to be k = O(log n). In fact, in practice, with a

high probability, this value has been proven to be of the order α log n where α < 1.

Furthermore, as density threshold ε increases, assuming a minimum cluster size m =

ε, a minimal value of α has been observed to ensure intra-group connectivity of the

ε-dense vertices (see Section 4.2.2). This decrease is due to the emergence of a giant

connected component in the group as k increases. Dense vertices being more likely to

belong to the giant connected component given their high vertex degree. Similarly,

the giant connected component is likely to remain connected given the removal of k.

Thus, in practice, k may be chosen much smaller than log (n).

4.3.2 Hk-DC : Choice of min cluster size m

Minimum cluster size m ensures that no cluster of size less than m, pre-expansion,

is discoverable by Hk-DC. Increasing m reduces the effect of chaining in the hierar-

chical clustering (splits resulting in spurious clusters) while improving overall com-

putational efficiency (reducing the number of vertices in the resulting tree). Spurious

clusters are better characterized as noise resulting in cluster shrinkage as opposed to

an actual split. In practice a good heuristic for m is ε, equal to the minimum size of

a connected component containing an ε-dense vertex.

In the best case, one selects the maximum value of m such that no non-spurious

clusters are removed. Figure 21 shows the effect of m on the number of vertices in the

83



0 5 10 15 20 25
m

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35
(#

 le
af

s i
n 

H)
/ n

(a) ε = 1

0 5 10 15 20 25
m

0.00

0.01

0.02

0.03

0.04

0.05

0.06

(#
 le

af
s i

n 
H)

/ n

(b) ε = 10

Fig. 21.: Number of leaf vertices (scaled by n) versus m in the k-density hierarchical

clustering (H) of datasets in Tables 2 and 3 for ε = {1, 10}. The dashed curve

representing the fit over all datasets using k = n− 1.

k-density hierarchical clustering. For ε = 1, Figure 21(a) shows that tree size relative

to n decreases exponentially as m increases. Figure 21(b) shows that this effect is

dampened as ε increases. This damping is because increasing ε also decreases the size

of the tree.

For most of the datasets in Tables 2 and 3, the choice ofm = [1..25] had a minimal

effect on the optimal ARI performance shown in the second column of Table 10

(minimum optimal ARI within 90% of the maximum). This minimal effect is likely

due to the choice of ε > 1 having a similar effect as m (see Figure 21). Figure 22 shows

the effect of m on the remaining three datasets on ARI performance. All cases show

a decrease in ARI performance as m increases, likely due to removing non-spurious

clusters given the small size of the datasets (See Table 3).

Overall, we suggest a value of m less than log (n), which may be replaced with

m = ε as ε increases (i.e., the minimum of the two values).
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Fig. 22.: Optimal ARI performance versus m for datasets in Table 3 with the large

deviation in performance over m (minimum optimal ARI less than 90% of the maxi-

mum). The ε value used corresponds to the optimal solutions by ARI shown in the

second column of Table 10.
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4.3.3 Hk-DC : Performance Evaluation

In this section, Hk-DC ’s performance is investigated using the collection of

datasets shown in Tables 2 and 3. As a hierarchical solution is generated over a

range of k, Hk-DC, performance is dependent on the density threshold parameter ε

and the extraction of a flat clustering. Thus, the flat clustering extraction heuristic

presented in Section 3.5.1 is evaluated, attempting to address both of these concerns.

Additionally, the performance of Hk-DC is compared with a hierarchical algorithm

using the ε-neighbors graph, HDBSCAN [36, 37].

Recall from Section 3.5.1 the (malsc versus c)-plot is used to select an appropriate

number of clusters c∗, where the flat clustering is the solution with c∗ clusters with

maximal aggregate persistence over a range of density threshold ε. For the following

results, the density threshold range was set to ε = 1..50, window size to w = 5,

maximum number of flat clusterings to mF = 2000, and min cluster size m to value

relative to n.

Table 10 shows the optimal ARI performance of Hk-DC for each dataset. Opti-

mal referring to the flat clustering solution that maximizes ARI performance, identi-

fied by exhaustive search over ε and all flat clusterings. These optimal results are used

to evaluate the proposed flat clustering extraction heuristic’s performance. Table 11

shows Hk-DC ’s ARI performance using the sub-optimal flat clustering heuristic. For

comparison, Table 11 also lists the performance of HDBSCAN. As Hk-DC results

were generated through exploratory analysis, the reported HDBSCAN performance

is the optimal solution over ε, referred to as the MINPTS parameter in HDBSCAN.

In Tables 10 and 11, one observes that the heuristic selects a flat clustering

whose ARI is within 6% of the optimal solution in all but four cases. Additionally,

the correct number of clusters is identifiable in all but five cases, with most errors
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Table 10.: Optimal Performance of Hk-DC † as Mea-
sured by ARI

dataset opt ARI w/ exp 1 opt ARI w/ exp r
aggregation 0.996 0.996
banknote 0.829 0.847
blobs 1.0 1.0
can3147 0.978 0.981
can473 0.769 0.759
clust3 2d 0.976 0.986
clust3 3d 0.945 0.918
compound 0.907 0.926
d31 0.927 0.944
digits 0.560 0.833
ecoli 0.469 0.702
fire 0.999 0.997
flame 0.962 1.0
iris 0.745 0.811
moon 1.0 1.0
r15 0.993 0.993
seeds 0.626 0.800
spiral 1.0 1.0
t4 0.945 0.912
t7 0.951 0.893
t8 0.966 0.941
† With cluster expansion (single (exp 1) and recursive

(exp r) iteration).
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Table 11.: Performance of Hk-DC †‡ as measured by ARI

dataset c∗ Hk-DC w/o exp Hk-DC w/ exp 1 Hk-DC w/ exp r HDBSCAN

aggregation 7 0.550 0.990 0.990 0.838
banknote 2 0.012 0.011 0.011 0.327
blobs 5 1.0 1.0 1.0 1.0
can3147 3 0.769 0.924 0.927 0.912
can473 8 0.605 0.659 0.650 0.868
clust3 2d 3 0.904 0.971 0.945 0.956
clust3 3d 3 0.724 0.922 0.860 0.920
compound 5 0.810 0.844 0.853 0.913
d31 31 0.105 0.923 0.941 0.603
digits 10 0.020 0.521 0.791 0.526
ecoli 3 0.008 0.457 0.651 0.399
fire 2 0.805 0.993 0.758 0.948
flame 2 0.325 0.967 0.955 0.824
iris 2 0.558 0.558 0.558 0.548
moon 2 0.988 1.0 1.0 1.0
r15 15 0.810 0.982 0.982 0.957
seeds 3 0.011 0.500 0.744 0.257
spiral 3 1.0 1.0 1.0 1.0
t4 6 0.457 0.933 0.892 0.969
t7 9 0.668 0.935 0.885 0.977
t8 6 0.493 0.691 0.664 0.940
† With and without cluster expansion (single (exp 1) and recursive

(exp r) iteration).
‡ Note that c∗ corresponds to the number of clusters selected by exam-

ining the (malsc versus c)-plot.
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within +/− 1 cluster of the ground truth. Thus, using this heuristic, in most cases,

one can use the heuristic to select the correct number of clusters and flat clustering

whose performance resembles that of the optimal solution.

Figure 23 shows (malsc versus c)-plots of several datasets from Table 2. In all

but two cases, the ground truth number of clusters is discoverable using the (malsc

versus c)-plots, indicated by sharp decreases in malsc as c increases (e.g., at c = 31

for the d31 dataset or c = 7 for the aggregate dataset). Note that in the case of

multiple elbows, preference is given to the larger solution. Similarly, the spiral and

fire datasets show a sharp decrease in the gmalsc score (indicated by color). One

deviation in the heuristic is seen for the can3147 dataset, where the plot indicates

three as opposed to the ground truth of four clusters. However, Figure 24 shows that

the selection of three clusters is not a poor choice. Finally, the selection of ten clusters

(vs. eleven) is less evident for the digits dataset. Here ten was selected due to the

sharp decrease in gmalsc.

Returning to Table 11, one observes that cluster expansion improves ARI per-

formance in all but one case. However, no meaning can be derived from the deviating

case (banknote) as overall performance is low. Of interest are the deviations in ARI

performance between the two expansion methods (single iteration (exp 1) and re-

cursive (exp r)). First, recall that recursive expansion is a multi-iteration variant

of single iteration expansion (i.e., the number of expanded elements for recursive is

strictly greater than or equal to the case of single iteration). Unsurprisingly, the more

aggressive expansion method (exp r) performs better on datasets without noise. In

contrast, exp 1 performs better on datasets containing noise (see ARI performances

results in Tables 10 and 11). As an example, Figure 25 shows expansion for the d31

and fire datasets. Here a more aggressive expansion is preferred given a lack of noise

(d31), whereas the less aggressive strategy is preferred given noise.
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(a) aggregate (b) can3147 (c) clust3 2d

(d) d31 (e) digits (f) fire

(g) moon (h) r15 (i) spiral

(j) t7

Fig. 23.: (malsc versus c)-plots with number of cluster c shown in the x-axis, malsc

in the y-axis, and colored by gmalsc for ten datasets from Table 2.
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(a) c=3 (b) c=4

Fig. 24.: Maximum aggregate persistence flat clustering solutions (with recursive

cluster expansion) for the can3147 dataset at number of clusters c equal to three and

four. Clusters are indicated by color and noise by black elements.

Interestingly, the difference in the performance of the two expansion methods is

less pronounced in the optimal solutions (see Tables 10 and 11). This result is likely

due to ε’s effect on cluster birth/death in the tree, which is monotonically increasing.

Specifically, increasing ε increases the amount of noise. Thus, the optimal solutions

likely correspond to those with the correct number of clusters and minimal value of ε.

Overall, given the increased performance on the real datasets (see Tables 10 and 11),

coupled with the fact that a complete clustering of the data is generally preferred, we

suggest that preference should be given to the recursive expansion procedure.

Next, we more closely examine the banknote and iris dataset for failures in the

heuristic on the real-world data. Note that as the dimensionality of these datasets

was greater than two, we apply dimensionality reduction (t-SNE [124]) to aid in the

visual interpretation of the results. For the banknote dataset, Figure 26 shows the

maximal aggregate persistence clustering solutions for c∗ = 2 (selected due to the

sharp decrease in gmalsc) and c = 3 (whose performance closely aligns with that of
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(a) d31 gt (b) fire gt

(c) d31 w/o exp (d) fire w/o exp

(e) d31 w/ exp 1 (f) fire w/ exp 1

(g) d31 w/ exp r (h) fire w/ exp r

Fig. 25.: Ground truth (gt) clustering of the d31 and fire datasets, and the maximal

aggregate persistence clustering (with and without cluster expansion) for d31 at c∗ =

31 and fire at c∗ = 2. Note clusters are indicated by color and noise by black elements.

92



Table 12.: Wilcoxon Signed-Rank Test p-values for ARI Performance in Table 11

Hk-DC w/o exp Hk-DC w/ exp 1 Hk-DC w/ exp r HDBSCAN

Hk-DC w/o exp 0.9999 0.9997 0.9999

Hk-DC w/ exp 1 0.000127 0.3649 0.3316

Hk-DC w/ exp r 0.0003407 0.6584 0.448

HDBSCAN 8.406e-05 0.684 0.5692

the optimal solution reported in Table 10). The two classes of the banknote dataset

are correctly split at c = 3, where one of the classes is further refined into two clusters.

Here the failure of the heuristic is likely because one of the clusters appears to be

significantly separated from the remaining data.

Figure 27 shows results for the iris dataset. Here two clusters were selected due

to the sharp decrease in malsc and gmalsc at c = 2. One observes that one of the

iris classes is correctly split at c = 2 and further refined at c = 3. Not shown is

the c = 4 solution, which splits the remaining two classes. Note that a c = 3 flat

clustering does exist that performs the correct order of splits (as indicated by the

increased performance in Table 10). However, this solution does not have maximal

aggregate persistence. Here the failure of the heuristic is likely because the data is

well separated into two clusters.

Finally, Table 12 shows comparison tests using ARI performance for each pair of

clustering algorithms. Results suggest that neither Hk-DC nor HDBSCAN are signif-

icantly better, though Hk-DC does outperform HDBSCAN in more cases. However,

this is still significant as it shows that Hk-DC can still discover cluster structure

(comparable to HDBSCAN ) in its smaller input domain. Additionally, one observes

that expansion significantly improves the performance of Hk-DC. This result is likely

because clusters are discoverable within a reduced range of k (e.g., in the range of
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(a) c vs. mapc (b) bank gt

(c) c=2 (d) c=3

Fig. 26.: (malsc versus c)-plot of the banknote dataset with number of cluster in

the x-axis, malsc in the y-axis, and colored by gmalsc. The ground truth (gt) and

maximal aggregate persistence clustering at c = 2 and c = 3 are shown using a t-SNE

projection of the data. Note that recursive expansion was used and that clusters are

indicated by color and noise by black elements.
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(a) c vs. mapc (b) iris gt

(c) c=2 (d) c=3

Fig. 27.: (malsc versus c)-plot of the iris dataset with number of cluster in the x-

axis, malsc in the y-axis, and colored by gmalsc. The ground truth (gt) and maximal

aggregate persistence clustering at c = 2 and c = 3 are shown using a t-SNE projection

of the data. Note that recursive expansion was used and that clusters are indicated

by color and noise by black elements.
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1.. log (n)). This reduced range reduces the size of the tree (as compared to HDB-

SCAN ), where more elements are likely to be identified as noise at the cluster splits.
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CHAPTER 5

CONCLUSIONS

This work investigated the use of the kNN graph with RkNN density in level-set,

density-based clustering. Two novel clustering algorithms, RNN-DBSCAN and Hk-

DC, were proposed and their performance analyzed. In Hk-DC, rank-based edge

weights and k-density were introduced to perform RNN-DBSCAN over a range of k

resulting in a hierarchical clustering solution. Both algorithms exhibited statistically

equivalent performance to approaches using the more popular ε-neighbors approach.

This result being significant as kNN-based approaches have a much smaller solution

space, where k is easier to select than ε. Additionally, RNN-DBSCAN was shown

to improve performance over prior non-hierarchical approaches using kNN signifi-

cantly, Hk-DC being unique in its use of kNN in hierarchical level-set, density-based

clustering.

For both algorithms, novel approaches for handling noise and heuristics for pa-

rameter selection were proposed. For handling noise, in RNN-DBSCAN, a hybrid

kNN- and ε-neighborhood-based traversal approach (ε being cluster dependent), and

for Hk-DC, a recursive kNN-based traversal approach (k being cluster dependent).

These noise handling techniques lead to significant improvement in performance over

prior approaches and the case of ignoring the noise. An important finding of this work

is the increased importance of handling noise using kNN compared with ε-neighbors.

This result being due to the reduced solution space of kNN, where elements are more

likely to be identified as noise at values of k compared with ε. Given this importance,

suggested future work includes investigating new stopping criteria for the recursive
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approach.

Novel elbow method heuristics for selecting parameters whose clustering solu-

tions produced an appropriate number of clusters were proposed for both algorithms.

The problem of selecting clustering resolution (number of clusters) being the most

challenging in clustering analysis. The proposed approach is based on the assumption

that the correct number of clusters is the largest solution that is persistent (stable)

over the range of parameters. Exploratory analysis showed that the heuristics identi-

fied significant grouping within the datasets, leading to the optimal solution in most

cases. Suggested future work includes developing an internal measure of evaluation

based on k (e.g., the ratio between intra-cluster and inter-cluster connectivity) and

combining the internal measure with our concept of persistence. Finally, the com-

plexity of both heuristics can be reduced by considering dynamic solutions for the

connected components and minimum spanning tree problems [125, 126, 127, 128, 129,

130, 131].

The overall conclusion of this work is that kNN approaches offer several key

advantages over ε-neighborhoods approaches while producing comparable results.

Specifically, the reduced parameter and solution space of kNN approaches simplify

parameter selection by reducing the space of the input and solutions. Thus, the prob-

lem of identifying a correct clustering resolution becomes more tractable, where one

can explore the set of possible solutions more completely.
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Appendix A

ABBREVIATIONS

ARI Adjusted Rand Index

Hk-DC Hierarchical k-Density Clustering

kNN k-nearest neighbors

RkNN reverse k-nearest neighbors

NMI Normalized Mutual Information

RNN-DBSCAN Reverse Nearest Neighbor-DBSCAN

RVA Richmond Virginia

VCU Virginia Commonwealth University
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