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 Traditional drug discovery has rapidly accelerated thanks to development of 

computational molecular modeling. The crucial component that these computational studies 

hinge upon is having a well-defined, and energetically favorable structure. Structures of 

proteins and ligands that meet these criteria are important for accurately simulating models 

used to study drug binding. To demonstrate the role of accurate structure simulation in the 

study of these events, this thesis presents, first, a story examining the problem of accurate 

structure modeling of ionizable residues within protein structures, specifically aspartic acid, 

glutamic acid, and histidine. I present our method, which uses the HINT force field to 

simulate “titration” of these residues and study which hydropathic environments may 

contribute to stabilization of certain protonation states. We further use this data to construct 

and cluster together pH-tunable hydropathic interaction maps, detailing the kinds of 

interactions these residues make with their environments in low and high-pH situations.  
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 The second story describes identification of new, potent inhibitors against eIF4A1 

(eukaryotic initiation factor 4A1), driven by computational techniques. This story describes 

a pharmacophoric virtual screen of chemical databases for novel inhibitors, based on the 

structure of Rocaglamide A (RocA), a natural product inhibitor of eIF4A1. After docking and 

HINT scoring studies of hit compounds, we identified many highly potent compounds. 

Computational studies have yielded a reasonable binding mode for this series of compounds 

and suggest design of new, more potent compounds with better drug-like properties. 

 The final story builds upon our compilation of hydropathic interaction maps in the 

design of a protein-protein interface optimization program that will be the roots of a protein-

protein docking tool. We compile vast amounts of hydropathic map data, detailing what we 

call residue “hydropathic valences,” for this purpose. The tool implements a genetic 

algorithm for population-weighted choice of map combinations for residues at a protein-

protein interface. Our model is currently being trained on publicly available, high-resolution 

crystal structures. We hope for development of this tool to be the beginning of returns made 

on a long series of chapters of data collection for this purpose. 

 This thesis is a record of diligent efforts to apply HINT to novel drug discovery and 

protein structure prediction tools. It will demonstrate the integral role of using or creating 

accurate structure models for studying protein structure and how these studies may 

ultimately be used for development of new clinical therapeutics. Let this work also stand as 

a testament to the power of computational techniques to efficiently simulate real-world 

biomolecular events on an atomic scale in a way that even allows this translation from in 

silico theory to potentially in vivo reality. Let it be astounding to the reader, as it was for me. 
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Chapter 1: Introduction† 

 Every natural process, no matter how small, has an explanation based on the smallest 

building blocks of matter. Perhaps, Richard Feynman said it best: “…all things are made of 

atoms, and everything that living things do can be understood in terms of the jigglings and 

wigglings of atoms.”2 One thing that living things can do is bind drug molecules, which has 

the same basis in erratic movement of atoms. The binding of drug molecules to specific 

proteins has much to do with structural complementarity between the ligand and protein. 

That is, to say, the structural components of the ligand molecule, including its hydrophobic 

or electrostatic character, connectivity, and shape, directly affect its ability to non-covalently 

bind to a protein, whose structure bears a cavity amenable to the ligand. This is the basis for 

the so-called ‘lock-and-key’ mechanism for protein-ligand binding, proposed by Emil Fischer 

in 1894.3 Another model for understanding this phenomenon is known as ‘conformational 

selection.’ This model accounts for the dynamic nature of protein movement and 

conformational changes and poses that binding of a ligand ‘chooses’ the most optimal protein 

conformation for binding together both species. Many current drug discovery projects 

intend to exploit this structural complementarity relationship to design new and better drug 

therapies because higher complementarity generally elicits strengthened therapeutic 

activity. This deeper relationship between protein and ligand structure is crucial for 

understanding how we may further progress our drug discovery efforts using computational 

techniques. 

 
† This chapter contains sections that have been adapted from Herrington, N. B.; Kellogg, G. 
E. 20211 
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 It is well-known that structure determines function with respect to proteins. For this 

reason, the past few decades have seen increased efforts to elucidate protein structures with 

hopes of learning and understanding how their functions are related to their structures. It is 

important to be mindful that the primary amino acid sequence has a strong impact on the 

manner in which proteins fold into higher-order secondary, tertiary, and quaternary 

structures.4 The unique identities of amino acids in this chain can be integral to forming 

intramolecular interactions stabilizing the overall structure of the complete protein. The 

shape and surface residues of a particular protein ultimately determine what other species 

it interacts with and its function. Proteins containing similar strings of amino acids often 

adopt similar three-dimensional structures and similar roles within a cell. These proteins 

belong to what is called the same protein family. It is this structure-function relationship that 

is at the heart of modern drug discovery because certain aspects of protein structures, 

possibly specific residues or secondary structures, are crucial for maintaining their 

functions, making them viable targets for small-molecule therapies. Small molecules, in this 

instance, can act as antagonists (i.e., inhibitors), blocking interactions of the protein with 

endogenous substrates or other signaling proteins, or as agonists (i.e., activators) by 

stabilizing proteins in a specifically active conformation. This understanding of protein 

structure is a core component of computational drug discovery efforts. 

Computer-Aided Drug Design 

 Computer-Aided Drug Design (CADD) has demonstrated itself to be a valuable asset 

in drug discovery campaigns and has seen a greater presence in the limelight over the past 

few decades. Some of the early interest in this area, perhaps, was marked by Fortune’s 1981 
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publication of “Next Industrial Revolution: Designing Drugs by Computer at Merck.”5 Around 

this time, high-throughput screening (HTS) strategies were gaining popularity as a way of 

rapidly screening multitudes of compounds, but many projects were limited by the costs of 

this technique. CADD methods, like virtual screening (VS), soon emerged as an alternative to 

HTS, offering another fast method for screening vast quantities of compounds, but with the 

predictive power of filtering out compounds unlikely to bind protein targets of interest and 

therefore not elicit the desired therapeutic activity.  This allowed researchers to 

preliminarily screen compounds before testing them in the lab, saving much needed time 

and money. 

 The most important CADD technique is possibly molecular docking. This technique is 

designed to identify and exploit structural complementarity between a drug molecule and a 

protein and make an educated prediction of the most energetically favorable pose of the 

molecule once bound to the protein, based on hydropathic interactions made between both 

molecules. For this reason, it is also used as an alternative strategy to crystallographic 

techniques intended to elucidate the structure of a protein-ligand complex. Docking 

techniques can be an integral component of many other techniques, including VS, molecular 

dynamics (MD), and 3D Quantitative Structure-Activity Relationship (3DQSAR) studies. The 

most powerful product of docking is a working model of a ligand binding pose within an 

active site, which can be used to potentially explain various aspects of activity from protein-

ligand binding, as well as a starting place for designing new, possibly improved therapeutics. 

Additionally, a docked model may become the basis for designing new laboratory 

experiments that either confirm or reject hypotheses for structural bases for activity. 

Different algorithms exist for molecular docking, including those for rigid-body docking and 
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flexible docking. Rigid-body docking most closely replicates the ‘lock-and-key’ mechanism of 

ligand binding by limiting the conformational flexibility of the binding site residues. Flexible 

docking, obviously, is more liberal in terms of the binding site flexibility and more closely 

imitates the ‘conformational selection’ mechanism of ligand binding.3 Both have utility for 

modeling ligand binding, where rigid body docking is particularly useful for docking of 

ligands based on poses of known reference ligands and for being the most expeditious of the 

two methods, while flexible docking may simulate completely new interactions that may be 

unexplored for new/unknown binders. Examples of the use of docking will be showcased 

later in this thesis for its application to the discovery of novel anti-cancer therapeutics. 

 In addition to the protein residues and small molecules of a structure, it is also 

important to consider the role of solvent when conducting CADD. Water possesses both 

hydrogen bond acceptor and donor components that can play their own parts in ligand 

binding. It is often the case that water participates as a cofactor facilitating the binding of a 

small molecule. Below, the role of water, solvation, and ligand solubility will be discussed in 

further detail, as these concepts are foundational to many of our molecular modeling studies. 

The Hydrophobic Effect and the HINT Force Field 

 Water is widely regarded to be a substance integral to the survival of all organisms. 

The human body is roughly composed of 70% water and plays a role in numerous 

physiological and cellular processes. Ironically, in spite of its highly polar nature, it is 

responsible for what is known as the ‘hydrophobic effect.’6-8 Fundamentally, this concept is 

characterized by the clustering and compaction of hydrophobic species together in the 

presence of water to minimize contact with the hydrophilic solvent. This results in a number 
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of phenomena, including the separation of oil and water and, more importantly, specific 

folding of protein structures. The hydrophobic effect, in this case, is twofold in that it 

influences the packing of hydrophobic residues into the protein core and the stabilization of 

protein three-dimensional structure by forming a solvent network with the polar residues 

of the protein exterior. Evidence of this secondary effect can be seen in estimates of between 

10% and 20% higher solvent density in the first layer of solvent surrounding proteins than 

in bulk water.6 In the context of drug discovery, the focus is on solvation of a protein and a 

protein-ligand complex. It is important to note that either solvation process is also a 

thermodynamic process, whose free energy can be calculated, according to: 

∆𝐺 =  ∆𝐻 − 𝑇∆𝑆, 

The significance of this equation is that solvation 

events have both enthalpic and entropic 

components, represented by the ΔH and ΔS terms, 

respectively. Roughly speaking, the enthalpic term 

largely refers to water molecules’ ability to form 

hydrogen bonds with themselves, a protein 

surface, and/or a bound ligand molecule, while the 

entropic term refers to the amount of ‘disorder’ 

among the water molecules. In general, stronger 

hydrogen bonds and lower enthalpy obviously 

contribute to a lower and more favorable Gibbs 

energy and state in this binding equilibrium, while 

Figure 1.1. Ligand displacement of water 

molecules bound to a protein site. In this 

representation, a ligand fills a protein 

binding site and displaces an array of 

bound water molecules, ejecting them into 

bulk solvent. This, overall, contributes to a 

higher level of entropy from the 

perspective of water molecules. 
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increased entropy also gives a lower ΔG. The trouble is that hydrogen bonds are best formed 

when there is less disorder to disrupt them, so enthalpy and entropy often work against each 

other. This is referred to as ‘enthalpy-entropy compensation.’ 7-9 In terms of ligand binding 

events, a ligand must disrupt the hydrogen bonding network of waters within its binding 

pocket and displace them before forming its own interactions with the protein, which 

elevates the entropy of waters in bulk solvent (Figure 1.1).10 Therefore, in order for this 

binding event to be spontaneous, the free energy of the bound ligand, including the enthalpic 

contributions from formed hydrogen bonds and the increased disorder of surrounding 

solvent, must be lower and more favorable than the solvated pocket. The hydrophobic effect 

is therefore highly complex and multifaceted, but it is important for understanding how 

solvation affects stabilization of the drug-bound state of a protein target. 

 In the event of drug molecule binding, there are largely two types of water molecules 

that can be displaced, according to Spyrakis et al.:9 1) waters in large cavities eventually 

occupied by the bulk of a ligand structure and 2) waters displaced from addition of 

substituents to the ligand structure. Waters in the first situation are easily displaced, as they 

are often found in hydrophobic sites, since these are the most cavernous regions within 

protein structure, but waters in situation two are often trapped in hydrophilic regions and 

are more difficult to remove. In both cases, drug design must consider the change in free 

energy between the unbound and bound states. Transitioning from the unbound state to the 

bound state already implies an increase in enthalpy from water’s perspective, due to 

disruption of any water-based hydrogen bonds within its occupied pocket. This, of course, 

though, is accompanied by a favorable increase in entropy, as more water is freed from the 

binding site and is allowed to enter its bulk solvent body to hydrogen bond with itself. 
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Therefore, the free energy of a ligand binding must be more favorable than that of the 

solvated state. Unfortunately, many modern force fields in CADD are designed to optimize 

the enthalpic effects for ligand binding, rightfully so, as the enthalpic term of free energy is 

often the greatest contributor and easiest to simulate. However, the remaining entropic term 

must not be left out when considering the favorability of ligand binding. 

Even considering the complicated nature of 

hydrophobicity, a great deal of information can be 

extracted from solubility and solvation events. 

Specifically, solubility is an important factor to consider 

for drug design because it affects a ligand molecule’s 

ability to enter solution, be absorbed into the 

bloodstream, and pass through cell membranes. For this 

reason, the partition coefficient of a drug in a mixture of 

1-octanol and water (LogPo/w) is often measured to 

assess a drug candidate’s solubility (Figure 1.2). 

Solvation events have dual enthalpic and entropic 

nature that, therefore, must be components of LogPo/w. 

In fact, the ratio of a compound’s partition into 1-octanol 

versus water can be treated as an equilibrium constant, 

containing important information related to the 

favorability of it interacting with either layer. This fact is the basis for the design of HINT11,12 

(Hydropathic INTeractions) force field in our lab. In short, HINT considers experimental 

partial LogPo/w values for atomic components of molecular fragments as a manner of 

Figure 1.2. Partition experiment 

for a compound A between layers 

of 1-octanol and water. The 

logarithm of the ratio of the 

compound’s concentration in each 

layer is used to assess the 

compound’s solubility, an 

important factor to consider for 

drug discovery. 
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estimating complete calculated partition (cLogPo/w) for participants in intermolecular 

interactions and the free energy of their binding together. HINT calculates atomic 

“hydrophobic atom constants,” originally proposed by Abraham and Leo,13 derived from 

“fragment constants” calculated from experimental partition data.14 It further calculates an 

interaction score between two atoms i and j in space, according to the equation:9 

𝐻𝑇𝑜𝑡𝑎𝑙 =  ∑ ∑ 𝑏𝑖𝑗

𝑗𝑖

=  𝑎𝑖𝑎𝑗𝑆𝑖𝑆𝑗𝑇𝑖𝑗𝑅𝑖𝑗 + 50𝑟𝑖𝑗 

Here, a is the hydrophobic atom constant, S is the solvent-accessible surface area of the atom, 

Tij is a logic function indicating the favorability of the interaction as -1 or +1, Rij is exponential 

function of the distance between atoms i and j, and rij is an implementation of the Lennard-

Jones potential. In general, 515 HINT units ≈ 1 kcal mol-1 and is thus able to estimate the free 

energy of an interaction.15,16 HINT is a core component of all studies conducted and 

showcased here. 

Computational Methods for Predicting Protein Structure 

 Today, there are over 190,000 structures of proteins deposited into the PDB, the 

growth of which has been largely outpaced by the almost 232,000,000 sequences deposited 

into UniProt.17 The structures in the PDB represent only nearly a tenth of a percent of the 

sequences known for proteins. This illustrates the scale of the protein structure prediction 

problem: where structure elucidation methods unfortunately fail to produce protein 

structural data, computational techniques can hopefully bridge the gap and provide new 

methods for obtaining this information. Cyrus Levinthal, if he was alive today, might have 

warned many of us, whose careers have been built on studying protein structure with hopes 
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of one day predicting it. The fact that a completely random search for the native structure of 

a protein, including the correct conformations of residue backbones and side chains, could 

take a seemingly endless amount of time, but that it takes seconds or less for it to fold in 

Nature has been termed the “Levinthal Paradox.” In spite of this (or in defiance of it), a 

multitude of different methods for predicting protein structure already exist. Additionally, 

the scientific community’s processing power has rapidly increased since Levinthal’s 

proposal of this problem. To illustrate, revolutionary technology from 1964 was developed 

in the form of a new disk drive that could store approximately 7.6 megabytes (MB) of data. 

Today, most email servers can send a message with an attachment of up to 25 MB, and our 

fastest supercomputers can compute quadrillions of calculations per second.18 That said, 

“protein structure prediction” is an extremely broad term covering a multitude of different 

techniques with various purposes ranging from the smallest, most specific to the largest, 

most complex parts of proteins. According to Anfinsen’s Dogma,19 the only necessary 

information for a protein to properly fold is its primary amino acid sequence. Modern protein 

structure prediction methods are designed around this maxim.  

Tools that perform protein structure prediction generally fall into one of two 

categories: template-based and ab-initio structure prediction.20 Template-based, i.e., 

homology modeling methods rely on existing structural data from known sequences as input 

for modeling similar sequences. The theory behind this practice is that similar sequences are 

likely to have similar structures. When two sequences are similar enough (exceeding 80% 

identity or similarity), homology modeling can be an accessible and effective method for 

modeling structures that might otherwise be unattainable by crystallographic or other 
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acquisition methods. However, these template-based methods become much less effective 

when the pair’s sequence identity falls below 30%.21 

 Ab-initio methods, perhaps, are a misnomer, as they are implied to be entirely 

“template-free.” However, all protein structure prediction methods rely on sequence-

structure data of some nature. For example, one of the most popular protein structure 

modeling tools is Rosetta,22,23 developed by David Baker’s lab. The premise of Rosetta is to 

take micro-sequences of length 3-9 residues from the Protein Data Bank (PDB)24 to 

progressively build full-length structures, but even this is largely “template-based,” though 

the templates are much smaller than full-sized proteins. Another ab initio has been 

developed recently in the form of AlphaFold,25,26 which has been heralded by many as the 

“solution” to the protein folding problem.27,28 Its artificial intelligence algorithm is designed 

to predict the structure of a protein, given its sequence, based on what its training on protein 

structural features from structures imported from the PDB. This effectively ensures that it, 

too, is not independent of sequence-structure data for model prediction. For the purposes of 

this thesis, the categories of template-based and ab-initio methods shall still remain separate. 

 Considering the effect that AlphaFold has had on the scientific community, it is 

important to address some of its shortcomings. Its arrival has certainly been met with a 

mixture of praise and criticism. Many computational and structural biologists have found it 

incredibly useful for modeling structures of interesting proteins for virtual screening29,30 and 

protein-protein complexes.31,32 However, AlphaFold is not without its shortcomings.33 For 

one, it does not compute structures of partner proteins as part of multimers and, therefore, 

does not compute well the positions of interface residues, which are then free to drift away 
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from folded residues into space. It also fails where little sequence-structure data is available 

for alignment (another reason AlphaFold is highly similar to template-based modeling 

methods). Additionally, it lacks the ability to predict positions of ligands, such as metal ions 

or cofactors, which may be integral components for determining the folding of a protein. 

Most notably, for purposes of this thesis, AlphaFold makes no effort to simulate the fitness 

of variations in protonation states of ionizable residues. Structural biology is full of examples 

of protonated ionizable residues contributing to the structure and function of enzymatic 

action.34-36 Our methods for protein structure prediction are evolving with each year; with 

this evolution, the best of our methods will hopefully learn to consider these important 

features of proteins when predicting their folds and functions. 

Computational Studies of pH, pKa, and Protonation States 

One important aspect of the relationship between protein structure and function is 

the dependence of protein structure on pH and protonation states of constituent residues. 

Histidine (HIS), for example, has a nominal pKa of 6.00,37 situated closely enough to 

physiological pH that its imidazole sidechain can act either as a cationic dual hydrogen bond 

donor or a neutral donor and acceptor depending on its local pH environment. That is, the 

resultant influence of a residue’s neighborhood, comprised of the hydrogen bond donors, 

acceptors, charged species, etc. that influence the solution pH surrounding it.38 The 

importance of histidine’s protonation state in the so-called “catalytic triad” of serine, 

histidine, and aspartate in serine proteases was shown decades ago for trypsin.39,40 The pH-

dependence of protein function is a well-established principle and has promoted extensive 

research into identifying optimum pH for activity of various other macromolecules.41 
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The pKas of aspartic acid (ASP) and glutamic acid (GLU) when isolated or in model 

peptides are reported to be 3.65 and 4.25, respectively,37 making them functionally similar 

residues and leaving them both largely deprotonated at physiological pH. These pKas are not 

static, and large deviations from these values are not uncommon. For example, the active site 

of bacteriorhodopsin contains an aspartic acid with an experimental pKa of 7.68.42 

Unfortunately, protein structure elucidation by X-ray crystallography or cryogenic 

electron microscopy are seldom of sufficient resolution to determine locations of hydrogens, 

due to their extremely low electron density. X-ray crystallography detects protons only 

under difficult-to-achieve conditions such as resolution ∼1 Å.43 Such resolution is not yet 

possible with cryo-EM. While neutron diffraction experiments can overcome this 

problem,44,45 as it is detecting nuclei rather than electrons, experimental constraints, such as 

required crystal sizes, availability of neutron sources, and others, make neutron diffraction-

derived structures for proteins quite rare. Multidimensional nuclear magnetic resonance 

methods can be applied to protein structure determination,46 but only under certain 

conditions like protein size and solubility. Because NMR directly probes hydrogens, it can be 

used for pKa determination of specific residues,47,48 but this is only a probe of the residue 

under the NMR experimental conditions, which may differ greatly from its native 

physiological or solution conditions. In general, it is quite difficult to discern structural 

reasons for residue pKa shifts experimentally, although this is a quite active area of 

computational research as many reports have been published suggesting what types of 

environments stabilize shifts.49-51 Interestingly, experimental methodologies such as NMR 

perform well in determining pKas for surface ionizable residues but are less applicable to 

buried residues.52 
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Much of the effort to study protonation of ionizable residues via computational means 

has focused on predicting their pKas by understanding the effects of other residues in the 

local environment. Li et al. developed a method, known as PROPKA, to empirically calculate 

pKa values impacted by nearby residues.53 In this model, hydrogen bonding to aspartates and 

glutamates stabilizes their deprotonated forms and lowers their pKas. Spassov and Yan54 

utilized CHARMM55 to develop a molecular dynamics-based approach to predict pKa values 

of titratable groups. Several factors of 3D protein structure determination—and the resulting 

structural model—can compromise such predictions, e.g., uncertainties in sidechain 

conformations if the collected data resolution is too low.56 It should be emphasized that 

model building is an important aspect of crystallography, which is collection of experimental 

data, so even presentation and use of crystallographic data carries some uncertainty. This 

highlights the importance of collecting, refining, and beginning any computational study with 

accurate structural data, including (perhaps, especially) modeling of hydrogen positions. 

Three-Dimensional Interaction Homology 

Since the dawn of protein structure elucidation, our understanding of the roles and 

contributions of interatomic interactions between protein residues toward biomolecular 

structural organization has evolved dramatically. Each of the 20 amino acid residues, 

regardless of how many unique protein structures they compose, is likely to situate itself 

within a limited set of environments with a unique system of interactions of varying 

magnitude, type, and loci. Our model describes four classes of interactions: favorable polar 

(e.g., hydrogen bond, acid-base), unfavorable polar (acid-acid, base-base, repulsive 
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Coulombic), favorable hydrophobic (hydrophobic-hydrophobic, hydrophobic packing, π-π 

stacking) and unfavorable hydrophobic (hydrophobic-polar, desolvation). 

Importantly, interactions with the environment of each constituent residue of a 

protein contributes in some part toward its rotameric structure and the protein’s overall 

secondary, tertiary, and quaternary structure. Our hypothesis is that each residue has a 

“hydropathic valence” that must somehow be satiated by nearby interacting groups. 

Hydrophobic residues such as phenylalanine and leucine, by interacting with other 

hydrophobic groups, pack together to avoid water, while polar residues, such as the three of 

this study, favor environments where they can engage in polar interactions, e.g., hydrogen 

bonding, with other residues or water. Thus, obviously, 3D protein structure is not driven by 

“primary” structure, but by the hydropathic interactions that each residue must make based 

on its type and sidechain and backbone conformations. 

In our first report to address this concept, we calculated 3D hydropathic interaction 

maps to visualize and probe all possible environments of tyrosine (TYR) using a dataset of 

∼30,000 residues. Our analysis organized all of our TYR residues into 262 unique, backbone-

dependent environments, each with a unique map encoding the specific interactions made 

by the residue in that environment.57 A similar analysis with over 57,000 alanine (ALA) 

residues, separately calculating backbone-environment and sidechain-environment maps, 

yielded 136 and 150 backbone- and sidechain-dependent maps, respectively, despite ALA’s 

simplicity. We concluded that ALA’s mapped environments are a new and insightful form of 

structural motif.58 Recently, in our report on phenylalanine, tryptophan, and tyrosine, we 

showed that the subtle effects of π-π and π-cation interactions are encoded in their 3D 
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hydropathic interaction maps.59 In a report on serine and cysteine we highlight the major 

structural features—similarities and differences—between these two isosteric residues.60 

Importantly, our analyses describe residues by cataloguing their environments in terms of 

interactions and not identity. A water molecule oriented for a residue can play the same 

“acidic” role as a TYR–OH or a LYS–NH3+ to satisfy its hydropathic valence. Protein structure 

is driven by the set of these hydropathic interactions for each residue. 

Additionally, the kinds of hydropathic interactions needed to fulfill each residue’s 

hydropathic valence can certainly be exploited for drug discovery efforts. The hydropathic 

valences we have identified for each residue type are the same for interactions with other 

residues as they are for interactions with incoming small molecule ligands, meaning that 

docking of small molecules utilizes essentially the same information to predict the most 

favorable binding poses for ligands. This principle is important to understand how molecular 

docking functions in a later chapter of this thesis. 

The importance of accurate structure modeling is the primary theme of this thesis, 

which is at the heart of three different studies, described below. In Chapter One, I present 

our method for optimizing the ionization states of aspartic acid, glutamic acid, and histidine 

and mapping their hydropathic environments. We conclude that these environments, 

secondary structure, and solvent accessibility are tied together, knowledge of which can be 

indispensable for developing protein structure prediction tools. Chapter Two examines the 

pharmacophoric virtual screen of the Rocaglamide A (RocA) binding site of eukaryotic 

initiation factor A1 (eIF4A1), resulting in identification of highly potent inhibitors. Our 

modeling studies suggest a potential binding mode for our compounds, which will be used 
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for design of new, hopefully more effective and more drug-like compounds. Finally, Chapter 

Three explores the development of a protein-protein interface optimization tool and 

precursor to a protein-protein docking tool. It implements a genetic algorithm that compiles 

the vast hydropathic environment map data at our disposal, which detail the most favorable 

environments surrounding all residue types, and performs operations, including population-

weighted selection of maps for interface residues, crossover and mutation algorithms to 

simulate Darwinian natural selection, and ultimately building the most favorable model. 

Currently, our model suggests our scoring function may correlate with RMSD from a parent 

crystal structure. While the results of these studies speak for themselves, to an extent, it 

should be emphasized that their success was dependent on taking advantage of quality 

structural data. To reiterate, the availability of protein structural data opens many 

possibilities for drug discovery, a glimpse of which is presented here. 
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Chapter 2: 

3D Interaction Homology: Computational Titration of Aspartic Acid, 

Glutamic Acid, and Histidine Can Create pH-Tunable Hydropathic 

Environment Maps† 

Introduction 

As mentioned previously, successful molecular modeling studies depend on 

starting with accurate protein structural data, which can be complicated by hydrogen 

position uncertainty from crystallographic experiments. Our lab has also previously 

examined this problem using our inhouse force field HINT (Hydropathic INTeractions)2-

4 that, briefly, exploits experimental libraries of data for atomistic partial logPo/w values 

of small molecules and residues to account for enthalpic, entropic, and solvation 

contributions to free energy and score protein-ligand, protein-protein, protein-

nucleotide, etc. interactions. In one study, HINT was used to predict the degree of 

protonation of ligand-active site interactions of neuraminidase-inhibitor complexes 

using a method that we termed “computational titration.”5 By scoring all potential 

models, i.e., where the number of protons attached to ionizable residues and ligand 

functional groups were exhaustively enumerated, lower energy models were identified. 

Since proton positions are not unambiguously known from experiment, we term all such 

models “isocrystallographic” in that all would fit the available electron density envelope. 

 
† This chapter been adapted from Herrington, N. B.; Kellogg, G. E. 20211 Let it be assumed that any indicated 
supplementary material here is indicated with its name as it appears in Herrington, N.B.; Kellogg, G. E. 
2021. 
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In another report, HINT modeled the protonation state of a peptide inhibitor–HIV-1 

protease complex with pH-dependent interaction scores that paralleled experimental 

pH-dependent binding data.6 

Clearly, the presence or absence of protic hydrogens on these residue types within 

a protein will impact the interactions that these residues make, and in turn the protein’s 

3D structure. For example, the interaction between two aspartates is radically different if 

one of the pair is protonated and the proton is oriented to form a hydrogen bond between 

them. Evaluating and understanding these phenomena is part of our long-term goal of 

building a new paradigm for protein structure elucidation and prediction. 

In the current report, we focus our attention on the hydropathic environments of 

aspartic acid, glutamic acid, and histidine, three residue types considered to be 

“ionizable”, extracted from the same relatively large dataset of X-ray crystallographic 

protein structures. Following the same logic used in our previous work, we believe that, 

not only are each of these residues likely to make their own unique sets of interactions 

that can be clustered, but their environments also determine each residue’s unique 

ionization state. Thus, using our scoring methods, we have simulated titration of 

thousands of each of these ionizable residue types to model their protonation in available 

crystal structures by computationally varying pH. We have generated interaction maps 

similar to those in our reports on tyrosine,7 alanine,8 phenylalanine, tryptophan,9, serine, 

and cysteine,10 but with each possessing an individually optimized protonation state. The 

role of sidechain buriedness was examined using a calculated solvent-accessible surface 

area for each of the extracted residues. Further, we show that each residue’s backbone 
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conformation plays a significant role in determining these protonation states. With these, 

we can directly predict a specific residue’s ionization state, explore the effects of varying 

pH, i.e., tuning, on their hydropathic environments, and collect 3D interaction-similar 

residue environments by clustering. Moreover, we highlight the most common 

environments that contribute to one state or another, but more importantly we have 

developed a basis set of 3D backbone-dependent residue interaction profiles for these 

three residues that are pieces of the protein structure analysis and prediction puzzle. 

Materials and Methods 

Dataset 

From a collection of 2,703 randomly selected proteins from the RCSB Protein Data 

Bank, using only structures containing no ligand or cofactor, we extracted all ASP, GLU, 

and HIS residues from each structure, excluding N- and C-terminal residues. For these 

structures, we have previously described our selection criteria.7 Our intention was to 

abide by random population-based sampling of a variety of primary, secondary, and 

tertiary structures, thus not excluding proteins with similar or identical sequences. We 

believe the size of our dataset should exhaust all unique residue environments of HIS, 

ASP, and GLU. Hydrogen atoms were added to all heavy atoms of all structures based on 

their hybridization states. Positions of these atoms underwent conjugate gradient 

minimizations. 

Alignment Calculations 

We overlayed an 8 by 8 “chessboard” on the standard Ramachandran plot (Figure 

1), where each “chess square” has dimensions of 45° by 45° in ϕ (phi)–ψ (psi) space. The 
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grid of the board was shifted by −20° and 

−25° in the ϕ and ψ directions, respectively, 

to enclose higher-density regions of the plot 

within single squares. The ϕ, ψ, and χ angles 

were all calculated for every residue in our 

dataset, and each residue was binned into 

their proper chess square based on its 

respective ϕ and ψ angles. All residues in 

each chess square were further divided by 

their χ1 angles into three parse groups: 

group “0.60”, (0° ≤ χ1 < 120°), group “0.180” 

(120° ≤χ1 < 240°), and group “0.300” (240° 

≤χ1 < 360°) (Figure 2.1). In the case of GLU, 

residues were still further parsed by their 

χ2 angles, yielding a total of nine parses for this residue. Supplementary Table S11 

contains all information for each residue of each type in our dataset, including their chess 

squares, parses, PDB IDs, ϕ, ψ and ω torsion angles and atom numbers for the backbone 

atoms and CB of each residue. 

A single model residue of each type was constructed at the center of each chess 

square with characteristic ϕ and ψ angles for that centroid. The CA of the peptide 

backbone was placed at the origin with the CA-CB oriented along the z-axis and the CA-

HA bond oriented into the -y, -z quadrant of the yz-plane. All residues of each type were 

aligned to this model, and rotation and translation matrices were calculated by least-

Figure 2.1. Ramachandran plot divided into an 8x8 

“chessboard”,27 where individual chess squares 

have coordinates in letter-number pairs. Residues 

are binned into chess squares, according to their 

backbone ϕ (phi) and ψ (psi) dihedral angles.  
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squares fitting of the residue constituent atoms to the model. This effectively shifted 

coordinates of every protein structure to align the residue of interest with the centroid 

within a common frame and ensures that all calculated maps and environments are 

attributable to a residue’s interactions and not misalignments in backbone structure. The 

average root-mean square distances (RMSDs) for superimpositions of backbone atoms in 

each chess square are close to 0.15 Å, indicating that errors arising from aligning residue 

backbones to the centroid model (based on the CA-CB bond) are minimal. 

HINT Scoring Function 

The HINT forcefield (see Chapter 1)2-4 was used for all scoring of interactions 

between protein atoms. HINT relies on atom-focused parameters, namely the 

hydrophobic atom constant (a1) and a value for solvent-accessible surface area (SASA, Si) 

for atom i. Generally speaking, ai > 0 for hydrophobic atoms and ai < 0 for polar atoms. 

Si is greater for more solvent-exposed external atoms. The interaction score 

between atoms i and j is calculated by: 

bij = aiSiajSjTij e−r + Lij, 

where r is the distance in angstroms between atoms i and j. Tij is equivalent to −1, 0, or 1 

to account for acidic, basic, etc. character of atoms involved and assign the proper sign to 

the interaction score. Finally, Lij implements the Lennard-Jones potential function.2 bij > 0 

for favorable interactions, such as Lewis acid-base and hydrophobic-hydrophobic 

interactions, while bij < 0 for unfavorable interactions, including hydrophobic-polar or 

Lewis base-base interactions. 
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Computational Titration of Ionizable Residues 

To determine the optimal ionization state of each studied residue, we adapted an 

algorithm that we reported previously for improving protein-ligand models for 

scoring.2,4,11 Our algorithm scores all possible ionization states of a model residue with 

other residues in its environment. Here, we optimized the ionization states of residues by 

first calculating the normal (environment-free) cost for ionizations of these residues 

using published data (ASP, pKa = 3.65; GLU, pKa  = 4.25; HIS, pKa1 = 6.00, pKa2 = 14.44)12 

and applying the Henderson-Hasselbalch equation. For ASP, at pH 7, log [(CO2–]/(CO2H)]  

= 3.35, which is an equilibrium constant that can be converted to a ΔG of 4.57 kcal mol−1. 

Using the previously reported relation that −1 kcal mol−1 ≈ 500 HINT score units, the 

energy cost in HINT score units for protonating aspartate at pH 7, in the absence of local 

pH effects is 2,295. Table 2.1 summarizes these energy costs. 

The second term, calculated for each residue in varying protonation states, also as 

a HINT score, measures the effects of the local environment around the residue. This 

assessment of the environment scores the interactions of the residue in question with 

those nearby, in each accessible protonation state. These scores are summed together 

with the appropriate values in Table 2.1 to determine the best scoring, and therefore most 

likely, protonation state of the residue. For ASP and GLU, we examined the ionized 

(carboxylate, CO2–) and neutral states with protonation at each oxygen atom (OD1/OE1 

Table 2.1.  Energy costs in HINT scores for computational titration of aspartic acid, 
glutamic acid and histidine at various pH values. 

 pKa pH 4 pH 5 pH 6 pH 7 pH 8 pH 9 pH 10 

Aspartic Acid 3.65 240 925 1610 2295 2980 3665 4350 

Glutamic Acid 4.25 -171 514 1199 1884 2569 3254 3939 

Histidine Ka1 6.00 -1370 -685 0 685 1370 2055 2740 

Histidine Ka2 14.44 7151 6466 5781 5096 4411 3726 3041 
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and OD2/OE2). For the latter, the -C-C-O-H dihedral angles were exhaustively optimized 

for ideal hydrogen bonding to surrounding residues. For HIS, four potential ionization 

states exist: 1) protonation at both ND1 and NE2 (HIS+), 2) protonation at only ND1 (HIS-

δ), 3) protonation at only NE2 (HIS-ε) and 4) deprotonated (HIS−), the last of which is 

reported to be exceedingly rare. Since the entire imidazole ring of HIS can be flipped, the 

potential cases for this residue are doubled to eight (vide infra). If the HINT score was 50 

or more (∼0.1 kcal mol−1) than the starting case, the residue’s molecular model was 

replaced with the (protonated or deprotonated) trial model for that case. All further 

calculations at that pH were performed with the resulting optimized residue structure 

and coordinates. 

pKa Calculations 

We identified 94 residues with experimental pKa values in the PKAD database13 

that were also present in our dataset and compared our predicted pKa values for those to 

their experimental values. Using the technique described above, we calculated individual 

pKa values for these residues and compared them with those in the PKAD database. 

Calculation of a residue’s protonation state was performed within a range from 1 to 14 in 

increments of a quarter of a pH unit. We treated the two points representing the 

protonation transition state as part of a linear regression and solved for the “equivalence 

point” between them. 

HINT Basis Interaction Maps 

Each residue with its CA-CB bond along the z-axis, was placed within a three-

dimensional box large enough to accommodate the structure of a residue, plus an 
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additional 5Å on each dimension. These boxes, based on residue type, are as follows: ASP, 

–8.5 Å ≤ x ≤ 8.5 Å; –8.5 Å ≤ y ≤ 8.5 Å; –7.5 Å ≤ z ≤ 9.5 Å, (42,875 points, 4,913 Å3); GLU, –

8.5 Å ≤ x ≤ 8.5 Å; –8.5 Å ≤ y ≤ 8.5 Å; –7.5 Å ≤ z ≤ 10.5 Å, (45,325 points, 5,202 Å3); and HIS, 

–10.0 Å ≤ x ≤ 10.0 Å; –10.0 Å ≤ y ≤ 10.0 Å; –7.5 Å ≤ z ≤ 9.5 Å, (58,835 points, 6,800 Å3); all 

with a point spacing of 0.5 Å. As described previously,27 HINT was used to calculate an 

interaction grid representing the 3D interaction space surrounding a residue of interest. 

In short, these maps interpret sums of pairwise HINT scores2-4 into 3D map objects 

indicating position, intensity, and type of interaction between atoms of the residue and 

those close in proximity. Each grid point for a map was calculated, according to: 

ρxyz  = Σ bij exp {  – [(x – xij)2 + (y – yij)2 + (z – zij)2] / σ}, 

where ρxyz is the map interaction score at coordinates (x, y, z), xij, yij and zij are coordinates 

of the midpoint of the vector between atoms i and j, and σ is the width of the Gaussian 

map peak, 0.5 for our purposes.7 Map data were calculated for sidechain atoms of all ASP, 

GLU, and HIS residues with individual maps for the four interaction classes: favorable/ 

unfavorable polar and favorable/unfavorable hydrophobic. 

Calculation of Map-Map Correlation Metrics 

Comparison of two maps, m and n, are based on: 

If |Gt| / F > 1.0,   At  = (Gt / |Gt| ) log10 (|Gt| / F); else, At  = 0, 

where each raw map data point (Gt, for point at index t) is transformed to log10 space and 

normalized with a predefined floor value, F = 1.0. Similarity between maps m and n, 

defined as D(m,n) is calculated based on previous methods:7 
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D(m, n)  = Σ {1 − (|At (m) − At (n)|)2 / [(|At (m)| + |At (n)|) · (|A(m)|max + |At(n)|max)]} . 

In this metric, At(m) and At(n) are map values for the same grid points in maps m 

and n, respectively, and |A|max is the absolute max value of the grid points in m and n. Our 

map boxes are designed to accommodate all possible residue environments and usually 

contain a majority (>60%) of zero-valued points. To mitigate the issue that all map pairs 

would appear similar, only points where |At(m)| ≥ 8 |A(m)stddev| or |At(n)| ≥ 8 | A(n)stddev| 

(Astddev is the standard deviation of the average value of all points in the map) in 

calculating D(m,n)7 were considered. 

D(m,n) should normally range from 0 to 1, where 1 indicates identical maps; 

realistically, D(m,n)  = 0 cannot exist, as it would signify completely overlapping maps 

with opposite signs. Neither will D(m,n) =  0.5 exist, as it would require completely non-

overlapping maps. Typically, the minimum D thus falls between 0.6 and 0.7. To calculate 

the overall similarity (Dall) between two like residue maps m and n, one composite metric 

was calculated from four metrics containing data for the map quartet described above 

[hydro (+), hydro (−), polar (+), and polar (−), which are favorable and unfavorable 

hydrophobic (e.g. hydrophobic-polar) contributions, and favorable and unfavorable polar 

contributions to each map, respectively]. Here, D(m,n)all = {4[D(m,n)hydro(+)] + 

2[D(m,n)hydro(–)] + [D(m,n)polar(+)] + [D(m,n)polar(–)]} / 8. 

The favorable and unfavorable hydrophobic interactions were scaled by 4 and 2, 

respectively; these two terms are more subtle, diverse, and potentially information-rich, 

than those driven by electrostatic, particularly ionic, interactions. 

Also, to reduce the computational burden, we applied a first-pass similarity filter27 

to our matrix calculations to remove certain residues from further consideration because 
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many maps are highly similar as they share highly similar environments, and thus can be 

removed to avoid redundancy. This significantly scales down our pool of calculations, 

which is significant as several steps scale more or less as n2. 

As described previously,7 all above calculations were performed with in-house-

written programs that exploit the inherent parallelism of our methods with GPUs, 

specifically used to calculate maps and similarity matrices. 

Clustering and Validation 

We utilized the freely available R programming language and environment34 to 

perform our clustering analysis on the pairwise map similarity matrices calculated above. 

We determined27 that for our purposes, out of a number of different clustering methods, 

the k-means method was most reliable. Through the experience of our previous reports7,8 

and preliminary studies here, we opted to set a uniform maximum number of clusters of 

12 for each chess square-parse combination. This allows for significant map diversity and 

facilitates inter-chess square/ inter-residue comparisons. Most chess squares/parses, 

however, had fewer than 12 clusters in their optimal solutions. Additionally, k-means 

clustering will not form singleton clusters, i.e., with a single member. However, while this 

is fairly rare (∼5%), these maps could be interesting, so our protocols are designed to 

optionally recover them by reconstructing the cluster solutions with the missing 

singletons. Any chess square-parse with four or fewer maps was not clustered, but, 

instead, averaged to create what is, effectively, a 1-cluster case. 

Average Map, RMSD, and Solvent-Accessible Surface Area Calculations 

Careful consideration must be given to calculation of average maps. First, to avoid 

what we have described as “brown mapping,”7 only maps sharing high similarity should 
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be combined. Second, the average maps are calculated by Gaussian weighting (w) the 

contribution of each map with respect to its Euclidean distance from the cluster centroid, 

given by: 

w = exp [−( d2/σ2)], 

where d is the map’s distance from the centroid and σ = dmax/8, which is the average of 

all maximum distances across all clusters in the chess square. This weighting ensures that 

maps closer to the centroid contribute more significantly to the average map of the 

cluster, whereas taking a flat average of all map data would overweight the importance 

of maps further from the centroid. While a formal definition exists for “exemplar” in 

affinity propagation clustering, for our purposes, it represents the residue datum closest 

to the centroid of each cluster output by the k-means algorithm. 

RMSDs (root-mean square distances) for each residue type were calculated by 

weighted averaging, as above, all atomic positions from all residues in a cluster to 

construct one average residue structure. For each non-hydrogen atom, an RMSD was 

calculated from the average structure, and then all atomic values were averaged to obtain 

the reported RMSD for the cluster. 

We calculated SASAs for all residue sidechains using the GETAREA algorithm35 

and its default settings. The protein coordinates in PDB files were submitted as input. Also 

from GETAREA’s “In/Out” parameter, we created a new metric “foutside” to represent the 

buriedness of the set of residues in a cluster, parse, chess square, etc. by recasting “In” as 

0.0, “Out” as 1.0 and “indeterminant” as 0.5, and averaging the set. 
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Results and Discussion 

Dataset: Binning and Parsing Residues 

From the dataset of 2,703 protein structures described in Methods, we extracted 

42,713 ASPs, 49,306 GLUs, and 15,276 HISs, all of which were non-terminal residues. An 

8 by 8 chessboard was overlaid on a standard Ramachandran plot,16 such that each grid 

square has dimensions of 45° by 

45° in ϕ–ψ space and the extents of 

the board are shifted slightly to 

contain regions of high residue 

population density in single 

squares (Figure 2.1), named as a1 

through h8. We binned residues 

into each square by their backbone 

ϕ and ψ angles and further parsed 

them by their χ1 angles into three 

groups corresponding to those 

normally observed in rotamer libraries:17 a group averaging ∼60°, a group averaging 

∼180°, and a group averaging ∼300° from here on referred to as the “0.60”, “0.180”, and 

“0.300” parses. In the case of GLU, residues were still further parsed by their χ2 angles, 

yielding a total of nine parses for this residue: “0.60.60”, “0.60.180”, “0.60.300”, 

“0.180.60”, “0.180.180”, “0.180.300”, “0.300.60”, “0.300.180” and “0.300.300” (Figure 

2.2). We showed previously7 that map-based clustering was able to easily identify this 

Figure 2.2. The χ1 and χ2 rotamer parses. CB (black) has 

three χ1 rotamers (dark gray, CG): 0.60, 0.180, 0.300. Each 

of those, for GLU, has three χ2 rotamers (light gray, CD), as 

shown. 
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(χ1, χ2) low level of detail, except for surface-exposed residues that show few interactions 

with anything apart from solvent. However, even a few such failures were problematical 

in calculating average maps and residue coordinates. Furthermore, parsing of the chess 

square members into χ bins increased computational efficiency. (Many calculations scale 

as n2: 3 × (n/3)2 < n2). The additional χ2 parse for GLU further reduced the computations 

and made the ASP and GLU data more comparable, i.e., the (unparsed) remainder of their 

sidechains is the same –C–COOH fragment. 

Throughout this work, chess square names will be given in bold italics, e.g., a1, b4, 

etc. The χ1 parses for ASP and HIS will be denoted by the suffixes 0.60, 0.180 and 0.300 

and the χ1/χ2 parses for GLU will be denoted by the suffixes 0.60.60, 0.60.180, 

0.60.300, etc. 

The occupancies of the chess square/parses range from 0 to 6,215 (d4.300) for 

aspartate, to 4,563 (d4.300.180) for glutamate, and to 1,504 (d4.180) for histidine. For 

aspartate, 44 (of 64) chess squares contain 10 or more residues, and 159 chess squares/ 

parses (of 192) are occupied at all. These metrics are 40/64 and 356/576 for glutamate 

and 32/64 and 120/192 for histidine. Table 2.2 provides occupancies in the 

Ramachandran chessboards for these three residues. To simplify nomenclature in this 

article, we are using a numerical scheme wherein the sequential number of that residue 

in its chess square/parse is its name. Thus, histidine 100 in chess square a1.60 is the 

100th histidine contained within that chess square/parse combination, as tabulated in 

Supplementary Table 2,1 wherein the specific actual PDB ID, chain, residue name, etc. for 
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each datum in this study can be 

found. Clusters (vide infra) will be 

named for the residue closest to 

its centroid or exemplar and will 

be given in bold numerals. 

The Ramachandran plot 

generally contains four regions 

associated with specific 

secondary structure motifs. 

Figure 2.3 shows an example of a 

fully-binned Ramachandran plot, 

in this case, for aspartic acid. 

According to our schema, fifteen 

chess squares (a1, a6, a7, a8, b1, b2, b7, b8, c1, c2, c6, c7, c8, d1 and d8) correspond to the 

β-pleat motif, seven chess squares (b4, b5, b6, c4, c5, d4 and d5) correspond to the right-

hand α-helix motif and five chess squares (f5, f6, f7, g5 and g6) correspond to the left-

hand α-helix motif. The remaining chess squares, some of which may contain mixtures of 

secondary structural motifs, account for the remaining residues. 

 

 

 

 

 

Figure 2.3. Ramachandran chessboard displaying the 

chess square/parse population for aspartic acid. The 

Ramachandran ϕ vs. ψ plot is rendered into 64 45° by 45° 

(π/4 by π/4) chess squares. The (χ1) parse populations for 

ASP are represented in log10 scale with the colored bares. 

Their colors reflect the average weighted fraction outside 

or solvent-exposed, i.e. “foutside,” a measure of solvent 

accessibility (see text for definition). The ϕ vs. ψ regions 

associated with β-pleat, α-helix, and left-hand α-helix 

secondary structure motifs are shaded in light purple, 

light orange, and light green chess squares, respectively. 
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Table 2.2. Number of residues in each chess square and parse for ASP, GLU and HIS. 
 

 Number of aspartates in parses 60 / 180 / 300 
 a b c d e f g h 

1 261/342/22 556/323/200 1162/260/650 39/37/120 0/0/0 3/2/15 0/5/4 0/0/1 

2 14/8/0 47/6/7 33/16/13 0/2/1 0/1/1 4/29/56 0/0/0 0/0/0 

3 0/3/0 4/25/8 10/20/34 11/15/19 2/1/2 3/8/25 0/2/3 0/1/0 

4 5/9/2 10/44/76 279/833/4142 395/1578/6215 4/1/7 0/2/14 0/12/10 0/2/8 

5 10/11/3 647/60/263 2539/309/3409 169/92/477 0/0/0 6/22/160 8/21/111 5/2/1 

6 8/18/5 326/181/131 313/142/274 2/5/7 2/1/3 10/492/1035 1/21/25 1/0/0 

7 2/163/6 23/1279/126 43/2250/254 6/67/23 3/5/6 7/65/74 0/18/4 0/2/1 

8 27/292/13 118/1035/615 168/2483/2284 44/854/919 1/2/3 0/4/3 0/2/4 0/2/1 

 Number of glutamates in parses 60.60 / 60.180 / 60.300 
 180.60 / 180.180 / 180.300 
 300.60 / 300.180 / 300.300 

 a b c d e f g h 

1 4/218/15 20/420/33 7/95/35 1/18/12 0/0/0 0/0/0 0/0/0 0/0/0 
 16/24/2 30/65/6 35/40/2 13/16/3 0/0/0 0/0/0 0/0/0 1/0/0 
 2/22/4 28/490/233 66/538/279 22/50/24 0/0/0 3/3/0 0/0/0 0/0/0 
2 0/0/0 3/8/1 0/2/0 0/0/1 0/0/0 1/1/0 0/0/0 0/0/0 

 0/3/0 1/0/0 3/0/1 0/1/0 0/0/0 3/1/0 2/0/0 1/0/0 
 0/1/0 3/10/6 4/9/6 1/1/1 0/0/0 2/25/17 0/0/0 0/0/0 
3 0/0/0 0/1/0 0/1/0 2/2/2 0/1/0 0/0/0 0/0/0 0/0/0 

 0/1/0 1/10/1 12/14/2 18/19/2 5/4/0 1/3/0 2/0/0 1/0/0 
 0/0/0 1/8/2 10/18/5 9/23/14 2/1/3 3/7/1 1/4/2 0/0/0 
4 1/4/1 1/10/1 25/299/133 32/374/212 0/3/1 0/1/0 0/0/0 0/1/0 

 5/8/3 22/43/9 1135/1983/224 1393/4345/325 2/2/1 1/1/0 0/8/0 4/2/1 
 0/3/2 7/95/58 698/3463/1799 1139/4563/1868 2/2/1 0/3/3 0/5/2 0/0/0 
         

5 1/4/1 1/62/10 41/538/438 11/219/153 0/0/0 0/3/2 0/0/0 0/0/0 
 2/0/0 14/30/3 174/252/25 54/122/9 0/0/0 1/4/0 2/2/0 0/0/0 
 1/4/0 23/261/87 465/2053/1089 152/311/122 0/0/0 11/56/19 6/46/21 0/0/0 
6 0/0/1 1/41/3 5/42/15 0/1/1 0/2/0 2/5/3 0/0/0 0/0/0 

 2/6/0 11/12/3 20/19/8 0/1/1 1/0/0 27/23/0 3/1/0 0/0/0 
 0/4/0 6/111/34 30/119/68 1/1/1 0/2/1 17/378/145 2/7/2 0/0/0 
7 0/2/0 2/17/1 2/15/7 0/0/2 0/4/1 0/6/1 0/1/0 0/0/0 

 6/15/3 64/201/17 69/208/28 11/16/3 1/0/0 15/2/1 2/3/0 1/4/1 
 0/3/1 18/223/78 38/262/109 2/16/8 2/3/0 4/33/11 0/0/3 0/0/1 
8 10/84/4 15/442/25 19/213/56 14/91/23 0/0/0 0/0/0 0/1/0 0/1/0 

 61/234/10 251/1511/55 404/1854/84 193/645/43 1/3/2 1/6/0 0/3/0 0/0/0 
 0/23/10 56/1852/419 181/1733/779 87/376/217 2/0/1 1/1/0 3/1/2 0/0/0 

 Number of histidines in parses 60 / 180 / 300 
 a b c d e f g h 

1 192/22/3 316/27/416 119/35/226 14/10/15 0/0/0 1/2/1 0/1/0 0/0/1 

2 1/0/0 4/2/8 0/0/5 0/0/0 0/0/0 0/0/12 0/0/0 0/0/0 

3 0/0/0 6/11/13 1/7/7 0/13/3 0/1/0 0/2/4 0/0/0 0/0/0 

4 1/5/1 4/30/80 94/739/947 125/1504/905 0/1/1 0/3/4 0/7/5 0/0/0 

5 2/0/7 45/10/431 395/69/1249 98/32/86 0/0/0 0/1/55 0/1/42 0/0/0 

6 1/2/2 25/12/282 9/17/206 0/1/0 0/0/0 20/43/503 0/0/24 0/0/0 

7 1/14/0 12/176/251 3/231/259 4/3/3 2/1/1 5/18/17 0/1/5 0/0/1 

8 54/229/7 172/759/1009 39/748/1025 34/375/171 0/1/2 0/0/3 0/1/9 2/1/0 
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Calculations in this study were performed for all Ramachandran chess squares, 

but, for brevity’s sake, we focus our discussion on a particular four, designed to sample 

the three major regions of the standard Ramachandran plot: b1, c5, d5 and f6. The c5, d5 

pair allows us to compare independently-calculated map and environment data between 

chess squares within the same right-hand α-helix structural motif region. 

Ionization State Optimization 

While our primary goal for this 

study is to evaluate the hydropathic 

environments of the ASP, GLU and HIS 

residue types, a key requirement was 

to use molecular models that are in 

appropriate ionization states. We were 

also interested in examining the effects 

of these ionization states on the 

residue environments. Also, such 

structures (and 3D maps) should have 

rational and tunable pH dependencies 

to enable prediction of structure, 

properties, and function. 

As the local environment heavily influences protonation states of ionizable 

residues, we updated the computational titration algorithm that we reported earlier23,25 

to optimize the ionization state (and concomitantly the–C–O–H dihedral angle) of all 

Figure 2.4. Various possibilities for ASP, GLU, and HIS 

ionization/rotameric states. A) ASP, GLU, and B) HIS 

sidechain functional groups. Red = Lewis acid, blue = Lewis 

base, green = hydrophobic. Note that “ring flips” of HIS 

present distinct patters for interaction. 



 

41 
 

residues in this study. Briefly (Methods), we calculated the HINT score between each 

residue and its local environment in each of its possible ionization/rotameric states (3 for 

ASP and GLU, 8 for HIS, Figure 2.4). These scores were modified by pKa- and pH-

dependent factors derived from the Henderson-Hasselbalch equation. It is important to 

emphasize that all these calculations were performed without changing the atomic 

positions of the non-hydrogen atoms—except for the π rotation about χ2 shown on the 

right side of Figure 2.4B. In other words, all models generated and scored are 

isocrystallographic. The highest-scoring model of the set generated for each residue was 

selected for moving forward in the study. We note an advantage here: since the positions 

of the heavy atoms are fixed based on their X-ray structures, calculations will likely 

identify the protonation model most favorable for that conformation. 

Aspartic Acid 

We calculated the optimal 

structure for each studied aspartic 

acid at a range of pHs. For this residue, 

where the pKa is 3.65, we determined 

the fraction of the nearly 43,000 

residues protonated at pHs from 0 

through 8. The result, which is 

reminiscent of a titration curve, is 

shown in Figure 2.5. Our calculations 

yielded the total fraction of aspartic acids expected to be protonated at pHs 0 through 8 

in increments of 1 with an overall titration curve centered close to the nominal ASP pKa 

Figure 2.5. Titration curves of ASP residues by secondary 

structure. The native pKa for aspartic acid is indicated. 
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and differing, overall, by ∼0.31 pH units. Our calculations suggest that residue backbone 

structure has an impact on levels of protonation. Our data (vide infra) also suggest that 

differences in secondary structure have an effect on solvent accessibility: these two 

phenomena are intimately linked, and in fact difficult to separate. pKa shifts associated 

with differences in solvent-accessible surface area are known, as less solvent exposure 

may increase the pKas of acidic residues.18 Highly solvent-exposed residues are, in 

practice, in vacuo in many protein structure models so that there are no inter-residue 

interactions to account for. The pH in our calculations at which the aspartic acids are 50% 

ionized (which we are calling pH50) is 3.345. While this is an arbitrary value, we will use 

pH50s as set points for map calculations (see below). 

Glutamic Acid 

The titration curves for the 

over 49,000 GLU residues in our 

study are shown in Figure 2.6. These 

look very similar to those of ASP and, 

in the same way, center very closely 

to its native experimental pKa. In fact, 

the average calculated GLU pKa 

deviated from the experimentally-

determined pKa for the GLU model 

peptide by only ∼0.03 pH units. There is also seemingly less secondary structure 

dependence for these results, which is likely due to differences in solvent accessibility 

between ASP and GLU sidechains. pH50 for our glutamic acid data is 4.224. 

Figure 2.6. Titration curves of GLU residues by secondary 

structure. The native pKa for aspartic acid is indicated. 
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Histidine 

This residue type 

potentially has three 

different protonation 

states, resulting in four 

unique protonation 

patterns (Figure 2.4), 

compared to ASP’s and 

GLU’s two, and thus tells a 

more complicated story 

(Figure 2.7). In addition to 

the expected HIS to HIS+ 

protonation, HIS can be deprotonated to HIS−19 in exceedingly rare cases, such as Cu, Zn 

superoxide dismutase. We simulated the titration of more than 15,000 HIS residues in 

our dataset together and separately by their secondary structure. According to our 

calculations, in the neutral state, a greater fraction of HIS residues were protonated at the 

ε-nitrogen in all secondary structures. However, factors contributing to protonation of 

HIS are much more complicated, including solvent accessibility and conformational 

changes, discussed later. The deviation of our calculated pH50 of 5.174 from the nominal 

HIS pKa1 of 6.00 is greater for HIS than those of ASP and GLU, here ∼0.83 pH units. Also 

interesting is that apparently only around 80% of HIS residues can even be protonated to 

HIS+, likely due to steric constraints disallowing that configuration, but for HIS in left-

Figure 2.7. Titration curves of HIS residues by secondary structure. 

The native pKa1 for histidine is indicated. Full deprotonation of HIS 

to HIS- is shown with data colored in gray and right-hand y-axis. 
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hand α-helix conformations, 90% can be protonated, presumably due to less structural 

constraint imposed by that backbone motif. 

Summary of pH Optimization Results 

Although this was a secondary goal, our predictions for residue pKas are 

reasonable enough (Supplementary Table 3)1 that the molecular models upon which our 

3D maps are constructed are likely to be correct, as least as snapshots of them in the 

dynamic biological solution. Our algorithm tends to simulate ionization for highly 

solvent-exposed residues in protonated forms (charge neutral for ASP and GLU and 

cationic for HIS). As noted above, there are no interacting residues and (usually) few or 

no explicit water molecules in the protein models for such residues to aid in the 

estimation, and the few interactions that are found prefer uncharged species. Our 

simulation of “bulk” solvent is only through the pressure applied by the external pH term 

in the Henderson-Hasselbalch relation. For high-level pKa estimations, clearly more 

rigorous consideration of solvent molecules and, as Friedman showed,20 ions, may 

provide more accurate predictions of ionization states. However, on the ∼105 case scale 

of this study, we used our more practical and accessible approach. 

Interestingly, the easier to experimentally determine pKas of surface residues21 

contrasts with the easier to calculate pKas of more buried residues, and there is not really 

a lot of experimental data available. The ionization state-optimized molecular models, 

which are more important for our purposes, are likely to be quite reasonable except in 

edge cases. The computationally more problematical highly solvent-exposed residues are 

fully immersed in water and are thus less participatory in protein structure. We will show 

below that the edge cases, themselves, are also not a significant issue because it is 
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interactions that are assayed by the maps, and an ASP, GLU or HIS can be a donor and/or 

an acceptor. 

Calculation of Hydropathic Environment Maps 

Based on methods in our previous reports7-9 we evaluated interatomic 

interactions using the HINT force field and score model,2-4 which uses two atom-centered 

parameters ai and Si, the partial log Po/w (for 1-octanol and water solute transfer) and a 

term related to solvent accessible surface area, respectively, for atom i to score atom-

atom interactions (see Materials and Methods). We have reported previously on HINT’s 

ability to estimate changes in free energy for ligand-protein, protein-protein and other 

complexes in various systems,22-25, such that ∼500 HINT score units correlate well with 

a ΔΔG = −1 kcal mol−1. 

As stated above, one of our primary hypotheses is that there is a limited set of 

unique 3D hydropathic interaction environments that satisfy the “valence” of a residue. 

These valences are based on interaction types, strengths, and geometry. For example, as 

we showed in previous work7 the phenol hydroxyl of tyrosine can make favorable polar 

interactions with an appropriately positioned hydrogen bond donor and/or acceptor, and 

it can take the form of a backbone amide, another polar sidechain, or a water molecule. In 

contrast, our alanine maps showed fewer unique interactions, with its methyl sidechain 

and no rotamers, but about four to six specific patterns appeared to be conserved.8 

Consistent in both of these studies is that we only need to be focused on the interactions 

that a residue makes with its environment by class, not by the specific donor-acceptor 

pair or residue type identities. In other words, the type of interaction, its strength and 

location are more significant than its participants. 
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Maps were constructed within rectangular boxes tailored to be large enough to 

contain each of our three studied residue types with its interacting atoms (Materials and 

Methods). These maps are calculated to quantify the strength of the variety of interactions 

each residue in our dataset makes with the other atoms in its environment. Our maps 

categorize interactions in “quartets” of four separate types: favorable polar, unfavorable 

polar, favorable hydrophobic and unfavorable hydrophobic. Our previous work on 

tyrosine7 and alanine8 examined the hydropathic environments as stand-ins for 

structure. Here, we exploit these maps that encode extensive information concerning the 

structural roles of the carboxylates and sidechains of aspartate and glutamate and the 

dual proton acceptor-donor nature of histidine’s imidazole. Our map data further use this 

information to account for the environments that potentially stabilize any of these 

residue’s ionization states, particularly in response to changes in pH. 

Evaluating the Fundamental Patterns in the Maps 

To extract the information encoded in the 3D hydropathic interaction maps, we 

first developed a map-map similarity metric7 to score two maps m and n (section 

Materials and Methods). In brief, the overall similarity (Dall) between two like residue 

maps m and n, is comprised of a single scalar metric derived by the linear combination of 

four terms, one for each member of the map quartet contributions to each map, 

respectively. These scalars were loaded in square matrices, for each chess square and 

parse, for statistical analysis. Next, we clustered these matrices with k-means clustering 

within the R programming environment. As described in Materials and Methods, we set 

a maximum number of 12 clusters per chess square-parse combination; this was 

sufficient for capturing the diversity of residue environments while balancing 
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computational efficiency. Table 2.3 sets out the number of clusters found on a chess 

square-parse basis for the three residue types in this study. 

Hydropathic Interaction Maps 

The objective of examining maps is to view 3D representations of the positions 

and magnitudes of the constellation of interactions made by residues. We expected that 

secondary structural differences affect the interactions a residue makes with its 

environment, which we enforced with the chessboard schema. Additionally, the parse 

inside each chess square may impact these interactions. For these reasons, we focused 

the analysis presented here on four particular chess squares, b1, c5, d5 and f6, to survey 

the environments from each of the three secondary structural regions of the 

Ramachandran plot, as in previous reports.8,9 We performed complete studies for all 

three residues at pHs 3, 5, 7, and 9 and at the pH for each residue at which half of all of 

that type of residue were protonated, which we named pH50 above. However, we only 

constructed visual map contours displays at each residue’s pH50, as we believed this pH 

would be best representative of the diversity of maps in protonated and deprotonated 

cases. 

Aspartic Acid 

Aspartic acid, by nature, is an extremely polar residue, owing to its carboxy acid 

sidechain. For this reason, we expected to see two things: 1) a plethora of maps indicating 

strong favorable and unfavorable polar interactions localized around the carboxylate end 

of the sidechain and 2) many clusters of maps with high solvent-accessible surface areas,  
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Table 2.3. Number of clusters in each chess square and parse for ASP, GLU and HIS. 

 Number of aspartate clusters in parses 60 / 180 / 300 

 a b c D e f g h 

1 12/12/5 12/12/12 12/12/12 9/7/10 0/0/0 1/1/3 0/2/1 0/0/1 

2 4/2/0 8/2/2 6/4/3 0/1/1 0/1/1 1/5/11 0/0/0 0/0/0 

3 0/1/0 1/5/3 3/5/6 3/5/5 1/1/1 1/2/6 0/1/1 0/1/0 

4 1/3/1 3/8/11 12/12/12 12/12/12 1/1/2 0/1/4 0/3/3 0/1/1 

5 3/3/1 12/7/12 12/12/12 11/10/12 0/0/0 2/6/12 3/5/12 2/1/1 

6 3/5/2 12/12/8 12/11/12 1/2/2 1/1/1 3/12/12 1/5/5 1/0/0 

7 1/11/2 5/12/12 7/12/12 2/9/5 1/1/1 2/10/9 0/4/1 0/1/1 

8 5/12/4 11/12/12 12/12/12 7/12/12 1/1/1 0/1/1 0/1/1 0/1/1 

 Number of glutamate clusters in parses 60.60 / 60.180 / 60.300 

     180.60 / 180.180 / 180.300 
 300.60 / 300.180 / 300.300 

 a b c D e f g h 

1 1/12/4 4/12/8 3/12/6 1/4/3 0/0/0 0/0/0 0/0/0 0/0/0 
 4/4/1 6/7/2 5/6/1 4/5/1 0/0/0 0/0/0 0/0/0 1/0/0 
 1/5/1 4/12/12 11/12/12 4/9/5 0/0/0 1/1/0 0/0/0 0/0/0 
2 0/0/0 1/3/1 0/1/0 0/0/1 0/0/0 1/1/0 0/0/0 0/0/0 
 0/1/0 1/0/0 1/0/1 0/1/0 0/0/0 1/1/0 1/0/0 1/0/0 
 0/1/0 1/3/2 1/3/2 1/1/1 0/0/0 1/6/5 0/0/0 0/0/0 
3 0/0/0 0/1/0 0/1/0 1/1/1 0/1/0 0/0/0 0/0/0 0/0/0 
 0/1/0 1/1/1 4/4/1 5/6/1 1/1/0 1/1/0 1/0/0 1/0/0 
 0/0/0 1/1/1 3/5/1 3/5/4 1/1/1 1/1/1 1/1/1 0/0/0 
4 1/1/1 1/3/1 5/12/12 6/12/12 0/1/1 0/1/0 0/0/0 0/1/0 
 2/3/1 7/7/3 12/12/12 12/12/12 1/1/1 1/1/0 0/3/0 1/1/1 
 0/1/1 2/9/9 12/12/12 12/12/12 1/1/1 0/1/1 0/1/1 0/0/0 
5 1/1/1 1/7/3 9/12/12 3/12/12 0/0/0 0/1/1 0/0/0 0/0/0 
 1/0/0 4/6/1 12/12/6 9/12/3 0/0/0 1/1/0 1/1/0 0/0/0 
 1/1/0 4/12/10 12/12/12 9/12/12 0/0/0 3/9/4 2/6/5 0/0/0 
6 0/0/1 1/6/1 1/6/4 0/1/0 0/1/0 1/2/1 0/0/0 0/0/0 
 1/2/0 3/3/1 5/4/3 0/1/1 1/0/0 4/4/0 1/1/0 0/0/0 
 0/1/0 2/10/5 4/10/11 1/1/1 0/1/1 4/12/10 1/2/1 0/0/0 
7 0/1/0 1/4/1 1/4/3 0/0/1 0/0/0 0/2/1 0/1/0 0/0/0 
 1/4/1 9/9/4 10/12/6 4/5/1 0/0/0 3/1/1 1/1/0 1/1/1 
 0/1/1 4/12/6 9/12/12 1/4/3 0/0/0 1/6/3 0/0/1 0/0/1 
8 3/9/1 4/12/5 5/12/8 4/12/6 0/0/0 0/0/0 0/1/0 0/1/0 
 10/12/3 12/12/5 12/12/12 12/12/6 1/1/1 1/1/0 0/1/0 0/0/0 
 0/4/3 8/12/12 11/12/12 9/12/12 1/0/1 1/1/0 1/1/1 0/0/0 
 Number of histidine clusters in parses 60 / 180 / 300 

 a b c D e f g h 

1 9/5/1 12/6/12 9/7/10 3/2/5 0/0/0 1/1/1 0/1/0 0/0/1 

2 1/0/0 1/1/3 0/0/2 0/0/0 0/0/0 0/0/3 0/0/0 0/0/0 

3 0/0/0 1/3/3 1/2/2 0/4/1 0/1/0 0/1/1 0/0/0 0/0/0 

4 1/2/1 1/7/9 10/12/12 11/12/12 0/1/1 0/1/1 0/2/2 0/0/0 

5 1/0/2 7/3/12 12/8/12 10/6/8 0/0/0 0/1/9 0/1/7 0/0/0 

6 1/1/1 5/3/12 3/4/9 0/1/0 0/0/0 5/8/12 0/0/7 0/0/0 

7 1/4/0 4/12/12 1/12/11 1/1/1 1/1/1 2/4/5 0/1/2 0/0/1 

8 8/12/3 12/12/12 6/12/12 6/12/10 0/1/1 0/0/1 0/1/3 1/1/0 
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due to the high presence of ASP residues on protein exteriors. Indeed, many clusters of 

ASP within our studied chess squares show intense positive and negative polar 

interactions surrounding the carboxylate, particularly in clusters with low SASA. Those 

maps that appear largely void of interactions are in clusters with high solvent-accessible 

surface area, where, as we noted above, there are no residue-protein interactions. 

For brevity, we are discussing in more detail ASP residues in the b1 chess square, 

but further detail on the c5, d5 and f6 chess square results are in Supporting Information. 

Aspartic acid residues in the b1 chess square appear to be, comparatively, the least 

solvent-exposed of the four squares, yielding more robust sidechain interactions; this 

point is the subject of further discussion in a later section. Figures 2.8–2.10 display the 

contoured maps for ASP in the 60°, 180° and 300° parses of b1, respectively. Additional 

representative maps from the c5, d5, and f6 chess squares of ASP are visible in Figures 

2.11–2.13. The percentile contribution of each cluster to the chess square/parse is listed, 

along with the average GETAREA15 SASA (S) and the fraction of the members of that 

cluster that are protonated (fprot).  

One significant point is that the displayed contours, as they represent a map, are 

showing interactions. Thus, cases where the ASP is ionized (acting as an H-bond acceptor) 

interacting with a donor could be indistinguishable from cases where the ASP is 

protonated (acting as a donor) interacting with an acceptor. Thus, it is entirely reasonable 

for some clusters to have a mixture of ionized and protonated ASPs, although most have 

fprot ≤ 0.2 or fprot ≥ 0.8. Most interactions shown are of the positive polar type, which is 

appropriate, given the role we expect ASP to serve. These are the prominent, mostly blue  
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Figure 2.11. Hydropathic interaction maps displaying the Gaussian-weighted average sidechain 
environments of aspartic acid in the χ1 = 60° parse of the c5 chess square at pH = 3.345. See caption for 
Figure 2.8. 
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Figure 2 . 12. Hydropathic interaction maps displaying the Gaussian-weighted average sidechain 
environments of aspartic acid in the χ1 = 60° parse of the d5 chess square at pH = 3.345. See caption for 
Figure 2.8. 
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Figure 2 . 13. Hydropathic interaction maps displaying the Gaussian-weighted average 
sidechain environments of aspartic acid in the χ1 = 180° parse of the f6 chess square at pH = 3.345. 
See caption for Figure 2.8. 
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contours near the carboxy acid/carboxylate oxygens that signify hydrogen bonds 

between one or both of these atoms and their environment. Additionally, many clusters 

in buried environments with low SASA (<20 Å2) were calculated to be largely 

deprotonated, i.e., ASP in this environment is acting as a hydrogen bond acceptor. 

However, some clusters showed high degrees of protonation at pH50 = 3.345, such as 

clusters 12, 118 and 540 in b1.60 (Figure 2.7) and 84 in b1.300 (Figure 2.9). Cluster 84, 

in particular, showed protonation of 77% of its members with a SASA of 13 ± 12 Å2 at this 

pH. 

Contour maps for the c5, d5 and f6 chess squares show largely similar map profiles 

and are presented in Supplementary Figures S2 and S3 for c5 parses 0.180 and 0.300, 

respectively; in Supplementary Figures S5 and S6 for d5 parses 0.180 and 0.300, 

respectively; and in Supplementary Figures S7 and S91 for f6 parses 0.60 and 0.300, 

respectively. Further numerical data supporting these results and encompassing all chess 

squares is provided in Supplementary Table S5.1 In summary, each map appears to be a 

backbone-specific representation of a unique collection of interactions made by an 

aspartate/aspartic acid residue. To demonstrate this, we calculated inter-cluster 

similarities using the previously described algorithms. The average cluster-cluster 

similarities within chess squares are: 0.799 in b1, 0.795 in c5, 0.791 in d5, and 0.802 in f6 

chess squares. However, a few pairs of cluster maps in the adjacent chess squares c5 and 

d5 have similarities of >0.900: 637 (c5.60) and 146 (d5.60), 57 (c5.180) and 70 (d5.180), 

and 217 (c5.300) and 58 (d5.300), indicating that backbone secondary structural 

elements may encode inherent similarities in the kinds of environments likely to 

surround a given residue. 
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Glutamic Acid 

Glutamic acid tells a very similar story to that of aspartic acid, so many of the 

points made for that residue stand here, as well. First, the bulk of interactions made with 

the GLU sidechain are of the positive polar type, followed by negative polar. Again, many 

clusters were also calculated to have high SASA. Also, we calculated GLU maps with three 

times as many parses as ASP (vide supra), due to the 1-carbon extension to its sidechain, 

making the number of clusters about three times as many. We believed it is redundant to 

showcase maps for every average cluster in every subparse. Instead, we have chosen to 

focus on the b1 chess square and show maps of its highest occupied clusters in each parse 

(Figure 2.14). This collection is representative of the 67 b1 clusters suggests the diversity 

of sidechain orientations available in the full map set. One aspect of the GLU maps that 

we expected to see was an amplified presence of hydrophobic interactions compared to 

the ASP maps. However slightly, the maps of these specific clusters do show some 

indication of additional hydrophobic interactions localized around the hydrophobic 

chain, although these interactions appear more likely in the lower population parses.  

Their lack of visibility in Figure 2.10 may be more due to the limitations of 

contouring at consistent values than anything else, but perhaps the expected 

hydrophobic interactions with this sidechain are actually rare or have backbone 

conformation dependence. A confounding factor certainly is that GLU is even more 

solvent exposed than ASP, and this will be explored below. Numerical data for all GLU 

chess squares is provided in Supplementary Table S6.1 
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Histidine 

Histidine naturally tells very much a different story from ASP and GLU. Its 

imidazole sidechain can play numerous roles in protein structure. Not only does it have 

more protonation states than the acidic residues we have discussed, but its two nitrogens 

can act as either (or both) hydrogen bond donors and acceptors in any combination. Its 

ring is partially hydrophobic and aromatic, meaning it can make any variety of polar, 

nonpolar, and π-π stacking interactions with other residues. These π-π stacking 

interactions with aromatic residues, for example, may be indicated in maps where the 

ring is bordered by large, flat, green contours. This brand of versatility is very clearly 

indicated in our generated maps for HIS. Figure 2.15 displays the contour maps for the 

HIS b1.60 chess square parse. Figures 2.16 through 2.18 show exemplary histidine maps 

in the c5, d5 and f6 chess squares. The patterns in these maps are complex, but 

interpretable in terms of the interaction types. A detailed description for all 12 clustered 

maps in the 0.60 parse of the b1 chess square would be too much for here, but first, it is 

clear that all maps displayed here (and in Supplementary Figures S20–S30)1 represent 

unique sets of interaction features, or routes to complete the residue’s hydropathic 

valences. Consider cluster 31 in the b1.60 map set (Figure 2.15): 93.3% of the histidines 

in this cluster are protonated, it has mid-range solvent exposure, the CB methylene is 

making hydrophobic interactions (green) with its environment, and the protonated NE is 

engaged in a hydrogen bonding interaction (blue) largely perpendicular to the ring. 

Cluster 235 here is singly protonated at NE, which engages with an on-axis hydrogen 

bond, and has very low solvent exposure, and its environment is dominated by 

hydrophobic interactions,  
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Figure 2 . 16. Hydropathic interaction maps displaying the Gaussian-weighted average 
sidechain environments of histidine in the χ1 = 60° parse of the c5 chess square at pH = 5.174. 
See caption for Figure 2.8. 
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Figure 2 . 17. Hydropathic interaction maps displaying the Gaussian-weighted average sidechain 
environments of histidine in the χ1 = 60° parse of the d5 chess square at pH = 5.174. See caption for 
Figure 2.8. 
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both favorable (green) and unfavorable (purple), with the former above the ring and the 

latter below the ring. Comprehensive numerical data for all chess squares of histidine is  

provided in Supplementary Table S7.1 

Hydropathic Character of Maps With Changes in pH 

We were interested to see how changing the environmental pH would affect the 

maps. In other words, can we rationally “tune” the residue interactions by this means, and  

  

Figure 2 . 18. Hydropathic interaction maps displaying the Gaussian-weighted average sidechain 
environments of histidine in the χ1 = 180° parse of the f6 chess square at pH = 5.174. See caption for 
Figure 2.8. 
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can that be exploited in protein design, e.g., to stabilize or destabilize binding sites, folds 

or interfaces? As an illustration, consider ASP141A in PDB structure 1WNS—family B 

DNA polymerase from hyperthermophilic archaeon pyrococcus kodakaraensis KOD1,26 

which is situated in a highly anionic region with three other acidic residue side chains. 

This residue is in our cluster 202 of parse b1.180 with fprot = 0.520 and has a significant 

free energy difference between protonated and deprotonated states. Our model suggests 

ASP141A has an elevated pKa and, when protonated, forms a hydrogen bond with 

ASP215A. There are significant visible differences between the calculated maps for this 

particular residue (Figure 2.19): at high pH (9), the interactions surrounding ASP141A 

(top) are largely unfavorable polar, but protonation, as shown in the low pH (5) case, 

protonates one of the carboxylate oxygens and yields a strong favorable hydrogen bond 

between it and ASP215A. As described earlier, the map contours displayed in this work 

were calculated at what we are calling pH50, which shows the highest diversity of 

protonated and deprotonated cases. Such maps can be calculated, clustered, etc. at any 

pH, and indeed making use of different maps at different protonation states will expand 

the scope for protein structure prediction of real situations where ionization states can 

vary due to local environments. 

For further insight, we examined the interaction character of ASPs in one parse, 

b1.300, to determine if the relative fractions of our four-type quartet of interactions were 

altered with changes in pH (Figure 2.20). We expected to see small, but noticeable, 

changes in clustering of residues as adjustment of pH altered the memberships of the 

clusters as protonation became either more favorable or unfavorable. To facilitate 
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comparisons between the cluster sets at different pH values, the bars are arranged by 

increasing average solvent-accessible surface area for the cluster (low to high). At pHs of 

1, 3.345 (i.e., pH50) and 7, some character changes were in fact observed, but, 

interestingly, most of these occurred in low population clusters. We theorize that, as 

residues clustered differently, residues being added/subtracted to/from new groups 

simply had a greater impact on the overall character of smaller clusters. One point of note, 

however, is that, although most clusters with high SASA had the highest protonation 

levels (discussed later), only cluster 84 retained any level of protonation at pH 7, in spite 

of having the lowest SASA. This suggests that this cluster, in particular, describes 

scenarios where aspartate protonation is energetically required. 
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We also examined the interaction character of the GLU b1.300.180 parse (Figure 

2.21), which is probably the parse most like the b1.300 parse of ASP. The clusters within 

this GLU parse generally involved more hydrophobic interactions, both favorable and 

unfavorable, than those of the ASP b1.300 parse. However, these observations are subtle 

and not easily visualized in the map contours. Nevertheless, overall, the average fractions 

of favorable and unfavorable hydrophobic interaction contributions, fhydro(+) and fhydro(–), 

are 0.038 and 0.218, respectively for GLU, and 0.021 and 0.153 for ASP at their respective 

pH50s. Importantly, the higher propensity for hydrophobic interactions by GLU, due to the 

additional methylene in the sidechain, are encoded in the interaction maps on a cluster 

by cluster basis. 

Our ability to generate tunable maps for HIS is slightly more limited. The 

constrained conformational flexibility of the HIS sidechain and surrounding protein 

allowed by our approach could clearly be remedied by molecular dynamics or even 

energy minimization, but the cost–beyond CPU, etc. –would be the loss of positional 

certainty afforded by experimental data. That said, our map data for HIS, like ASP and 
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GLU, exhaustively captures the many possible HIS interaction environments found in 

crystallographic structures exploitable for protein structure analyses and predictions. 

Solvent-Accessible Surface Areas for the Ionizable Residues 

The historical Ramachandran plots showed the relationship between backbone 

angles and frequency of observation. Our chessboard schema (Figure 2.1 for ASP, Figure 

2.15 for GLU and HIS) was intended to organize our dataset by backbone structure, and 

thus facilitate comparisons between like residues. We also see a further population 

dependence on χ1 (and χ2 for GLU). In fact, further exploration revealed that solvent 

accessibility for each of our three residues is also seemingly dependent on the residue’s 

backbone and χ angles, which suggests a trend between this level of solvent exposure and 

underlying protein structure. For example, the average SASAs for ASP residues were 

calculated to be 37, 59, 64, and 64 Å2 for the b1, c5, d5, and f6 chess squares, respectively. 

With a similar trend, the average SASAs for GLU residues were calculated to be 57, 75, 80, 

and 81 Å2 for the b1, c5, d5, and f6 chess squares, respectively. However, in spite of it 

being significantly more hydrophobic than ASP and GLU, and thus more likely to be 

Figure 2.21. Character interaction chart for the GLU b1.300.180 parse at pH 4.224. The fraction of each 
interaction type is given on the x-axis, for each cluster ID on the y-axis. The bars are arranged such that, 
descending, clusters have smaller SASAs. The thickness of the bars indicates residue population contained 
within that cluster. The black bars indicate fprot, the fraction of the residues in the cluster protonated. 
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buried, GETAREA calculations for HIS 

yielded the surprisingly large average 

SASAs of 41, 59, 62, and 79 Å2 for the b1, 

c5, d5, f6 chess squares, respectively. 

To evaluate our data in a more 

nuanced way, we calculated the 

“fraction outside” (foutside) metric based 

on GETAREA,35 as described in 

Methods. The foutside values for each 

chess square/parse are also illustrated 

in Figures 2.3 and 2.22, with the colors 

of the bars (that represent parse 

populations by their lengths) for ASP 

and HIS or squares (that represent 

parse populations by their areas) for 

GLU. Chess square/parses within the β-

pleat region of the Ramachandran plot 

for aspartate (Figure 2.3), as expected, 

show lower foutside (more buried) relative to the right- and left-hand α-helix, i.e., most 

parses show averaged foutside in the 0.4–0.6 (green) range, whereas in the α-helix region 

most are in the foutside range 0.6–0.8, and the left-hand α-helix is still more exposed, in the 

foutside range 0.8–1. 0. The same trends hold for glutamates (Figure 2.22A), although the 

data suggests somewhat larger foutside values. This is likely a result of GLU’s inherent 
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additional surface area concomitant with its 1-carbon chain extension. The foutside trends 

for HIS (Figure 2.22B) suggest more buriedness: in the β-pleat region of the 

Ramachandran plot, the parses are evenly split between the 0.2–0.4 and 0.4–0.6 ranges 

(yellow and green), histidines in the α-helix region are in the foutside range 0.4–0.6, while 

those in the left-hand α-helix are more exposed, in the range 0.6–0.8. 

It should be noted that the sidechain solvent-accessible surface areas for these 

three residues in Gly-X-Gly “random coil” tripeptides show that histidine has a larger 

surface area (154.6 Å2) than either aspartate (113.0 Å2) or glutamate (141.2 Å2),15 which 

is incorporated into the foutside calculations. Thus, while HIS may have, overall, higher 

solvent exposure in surface area, the actual fraction of solvent-exposed residues is 

smaller. All three residues show the same trend: larger solvent exposure in the α-helix 

regions that is more extreme in the left-hand region, and greater burial in the β-pleat 

region. These conclusions are in qualitative agreement with those of Lins et al.27 in their 

report on differences in solvent-accessible surface area between residues in different 

secondary structures. However, foutside, exactly as SASA does, varies from cluster-to-

cluster within each chess square and parse. For example, foutside for ASP b1.300 ranges 

widely–between 0.077 (cluster 84) to 1.000 (cluster 162), despite its overall foutside of <0.4 

suggesting mostly burial for this group of residues. The SASA and foutside values for all 

three residues in this study, on a cluster-by-cluster basis are included in the 

Supplementary Tables S5–S7. To summarize, each 3D map cluster represents a unique 

set of interactions that also encodes solvent exposure and buriedness. We should 

emphasize that map profiles appearing to be similar could manifest with different 

buriedness and/or protonation, and thus remain unique. 
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Summary and Conclusion 

We analyzed the interaction environments of more than 105,000 ionizable amino 

acid residues (aspartic acid, glutamic acid, histidine) in a diverse collection of protein 

structures. From above and our previous reports,7,8 it is clear that the hydropathic 

environment surrounding an amino acid residue in a protein can be mapped in terms of 

its interactions. Significantly, the patterns of interactions within the maps, representing 

the constellation of contacts and their interaction strengths and characters, cluster into a 

fairly limited set of unique, backbone-dependent motifs. Each of these motifs can be 

rendered into an average map quartet and an average prototype residue structure. Thus, 

we have produced a backbone-dependent library of not only sidechain rotamers, but also 

3D residue interaction preferences. The presence of a feature, such as a favorable polar 

interaction in one of these maps, e.g., an ASP in the b1.300 (β-pleat) cluster 100 (Figure 

9), where the carboxylate/carboxylic acid functional group is involved in hydrogen 

bonding through both oxygens, should have complementary donors/acceptors on 

neighboring residue(s). Accordingly, those residue’s maps should contain similar 

features, and the alignment of these features–and all others from a collection of such 

maps–would describe a well-organized hydropathic interaction network. 

It is not just the favorable hydrophobic and polar interactions that constitute this 

network. The maps illustrated by contours here, and previously,7-9 nearly ubiquitously 

display unfavorable polar and hydrophobic interactions. These interactions are integral 

parts of protein structure; for example, even polar residues like the ASP, GLU, and HIS of 

this report have hydrophobic atoms covalently bonded to the polar functional groups. 
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Thus, a background of unfavorable hydrophobic interactions is usually seen with strong 

favorable polar interactions. However, other hydrophobic interactions are functional 

components of structure that Nature uses, e.g., for adding flexibility or isolating water. 

Developing an understanding of them will help illuminate protein design and drug 

discovery. Unfavorable polar interactions, on the other hand, provide a route to 

understanding and predicting residue ionization states. The presence of this type of 

interaction signals an opportunity for water intervention, an adjustment in local pH or 

can be used as drug design cues. 

While our predictions of pKas for ASP and GLU are adequate (and seemingly less 

so for HIS over a much smaller training set), our primary goal was not that, but instead to 

evaluate the hydropathic environments surrounding these residue types. As expected, 

those environments change drastically with pH. We illustrated environments with 3D 

maps for an artificial halfway point–pH50–that showed a range of environments, but we 

have also calculated maps for other pH cases, and the nature of interactions displayed 

therein are, although unsurprising, quite informative. Importantly, this means that we can 

tune residue hydropathic environment maps as a function of pH, and that they encode 

this critical element of structure, interaction, and energetics in a rational way. Thus, if we 

use these maps as part of a scheme for protein structure building and prediction, we have 

the additional scope to explore ionization states in understanding and defining optimal 

protein structures. 

In our 2019 report,8 we stated that full understanding of the individual 

environment maps for alanine would first require completing the analysis for all residue 

types. This current report is a status update on that task–for ASP, GLU and HIS. The 



 

72 
 

remaining residues are in various stages of completion and analysis, and we anticipate 

additional communications in the near future. 

As with alanine, our evaluation of interactions of the ionizable residues with 3D 

maps backs our interaction homology paradigm–for understanding and potentially 

predicting protein structure. The hydropathic valence for ASP and GLU is largely satisfied 

by a functional group that complements the carboxy acid, and some involvement with the 

CB, CG (and for GLU, the CD) methylenes by a hydrophobic interaction partner, except if 

the sidechain is fully solvent exposed. HIS is, however, much more complex, involving 

additional terms such as hydrophobic interactions with aromatic carbons that may be of 

π-π character and polar interactions that include hydrogen bonding with its ND1 and/or 

NE2, as either acceptors or donors. As these effects are recorded within the maps, we see 

that it is the hydropathic “field” of the atoms surrounding a residue, not specific residue 

types or atoms, that directs its conformation or other properties, including rotameric and 

secondary structure. Finally, biological structure is a puzzle consisting of a delicate 

balance of effects, mostly favorable but others seemingly counterproductive. Assembling 

structure by homology modeling28-30 or even de novo structure prediction31-33 involves 

many puzzle pieces and interactions, but some key information involving, e.g., 

hydrophobic interactions or residue ionizations is not utilized in the usual Newtonian 

physics-based approaches. 

Our ability to map interactions in 3D space, including a rational means to explore 

the local pH of individual residues in more or less real time should be advantageous in 

later studies. Since the maps highlight interactions, building structural models that 

optimize the map-map overlaps of interactions arising from adjacent or through-space 
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residue map pairs (or larger sets) could yield a very useful and unique target function for 

protein structure prediction, likely quite amenable for machine learning optimization. 
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Chapter 3: Novel eIF4A1 Inhibitors with Anti-Tumor Activity in 

Lymphoma† 

Introduction 

Oncogenic signaling appears to dominate translational output at virtually every stage 

of cancer propagation for very specific and distinct cellular phenotypes.1,2 With technological 

advancements, there is a growing recognition of selectivity in translational regulation 

mediated by core components of the mRNA biosynthetic apparatus.3 The regulation of 

messenger RNA (mRNA) translation in eukaryotic cells is critical for gene expression. It 

occurs principally at the initiation phase, primarily regulated by eukaryotic initiation factors 

(eIFs).4 eIFs are fundamental for mRNA translation and act as the primary targets of 

numerous oncogenic signaling pathways to modulate gene expression. Thus, anti-tumor 

agents that strategically target the core components of protein synthesis and related 

signaling pathways represent novel therapeutic approaches with the potential to overcome 

resistance due to intra-tumor heterogeneity. 

The most tightly regulated step of protein biosynthesis is the initiation of cap-

dependent translation in which initiation factors bind to the 5-prime (5′) 7-methylguanosine 

(m7G) cap of mature mRNA to launch the translation of open reading frames.5 Cap-

dependent translation is driven by the canonical heterotrimeric eIF4F complex, which 

catalyzes ribosome recruitment to mRNA and is comprised of eIF4G (scaffold protein), eIF4E 

(cap-binding protein), and eIF4A (ATP-dependent RNA helicase).6 eIF4A1 unwinds the 

 
† This chapter has been adapted from Kayastha et al. 2022, submitted.1 Let it be assumed that any indicated 
supplementary material here is indicated with its name as it appears in Kayastha et al. 2022. 
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secondary structure of RNA within the 5'-UTR of mRNA, a critical step necessary for the 

recruitment of the 43S preinitiation complex, and thus plays a vital role in initiating access 

to protein biosynthesis for the ribosomes.7 There are two mammalian isoforms of eIF4A 

involved in translation: eIF4A1 and eIF4A2.8 The expression levels of eIF4A1 and eIF4A2 

vary in a tissue-dependent manner. eIF4A1 is expressed more in proliferating cells 

compared to eIF4A2, which is dominantly expressed in growth-arrested differentiated cells, 

suggesting differential regulation of cell fate.9 This observation that eIF4A1 and eIF4A2 have 

distinct biological functions in translational regulation in different subsets of cells and 

clinical conditions has supported the view that eIF4A1 is a rational cancer target.   

The plethora of biochemical data on eIF4A1 (now referred to as eIF4A) reported in 

the last three decades has deciphered the detailed molecular mechanism of duplex 

destabilization by eIF4A and the governing principles of its minimal RNA helicase activity.10 

Genome-wide studies of the eIF4A-mediated translatome revealed that helicase regulates 

the expression of mRNAs encoding vital proteins associated with cell proliferation, cell 

survival, cell cycle progression and angiogenesis.11,12 Critically, several reports emphasize 

that high expression levels of eIF4A significantly stimulate a cancer cell malignant phenotype 

(proliferation, invasion, migration and EMT) and inhibit apoptosis.13-16 Thus, the effect of 

eIF4A up-regulation upon transformed cells appears to act via specific messages, perhaps in 

addition to a global up-regulation of translation, making eIF4A an attractive target for 

therapeutic intervention. In addition to the expected findings that eIF4A-dependent mRNAs 

contained longer 5′-UTRs with a greater degree of secondary structure, both Modelska et al. 

and Wolfe et al. observed that 5′-UTRs of eIF4A-dependent mRNAs are enriched with G-

quadruplex motifs forming potential.12,13 
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Several natural compounds have been characterized that inhibit cap-dependent 

translation by specifically inhibiting eIF4A activity. These compounds include 

hippuristanol,17 pateamine A (PatA), and silvestrol (a rocaglate or “flavagline”).9 Rocaglate 

analogs are the most studied eIF4A inhibitors in the field.18 eFT226 (zotatifin), a structure-

guided rocaglamide-inspired inhibitor, has entered Phase I clinical trials for solid tumors.19 

Recently, structural elucidation of a rocaglate [RocA]:eIF4A1:polypurine RNA complex 

revealed that rocaglates operate as interfacial inhibitors and make indispensable 

interactions with eIF4A1 and two adjacent RNA purine bases.18 However, all the compounds 

appear to act non-specifically upon eIF4A1 and eIF4A2. For our purposes, the existence of 

this structure represents an important starting point for new drug discovery efforts. 

Knowledge of the interactions made between RocA and the eIF4A1:RNA complex is 

indispensable for identifying exploitable features of both the ligand and protein that are 

important for binding both together and can be mimicked by novel inhibitory ligands 

discovered through virtual screening. In this study, we report the discovery of three novel 

eIF4A1 inhibitors using this technique, RBF197, RBF203, and RBF208, which potentially 

bind to the same pockets as RocA but are chemically different. Although these compounds 

display a lesser degree of potency in their anti-tumor activity than RocA analogs, the 

observed effective dosage range of the compounds appears to be non-toxic to the 

transformed cells, and these molecules have scope for further medicinal chemistry design 

and development using our extensive molecular modeling data. 

Methods 

Biological assays were performed by Drs. Forum Kayastha and Bandish Kapadia. For 

the purposes of this thesis, a greater focus is placed on the molecular modeling studies of 
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this project, but the diligence of Drs. Kayastha and Kapadia was integral to the success of this 

project. Assays that supported or were related to molecular modeling studies will be 

discussed, but further information on remaining assays conducted can be found in other 

communication(s) on this project, including an article recently submitted to Molecular 

Medicine. Examples of these assays include phosphate release luciferase luminescent and 

phosphate release assays for screening compounds at various concentrations to determine 

IC50s, and an RNA unwinding assay 

Molecular Modeling Studies 

Prior to virtual screening, the crystal structure of the eIF4A1 complexed with a 

polypurine mRNA and RocA (PDB ID: 5ZC9) was obtained from the RCSB Protein Data 

Bank.20 RocA pharmacophore-based virtual screening of the MolPort and ZINC15 databases 

was conducted using the Unity module of the Sybyl-X 2.1.1 suite using its ‘Flex Search’ option. 

All docking studies were conducted in GOLD21 using the built-in ChemPLP scoring function. 

The high-throughput docking of our virtual screening hits was performed with aromatic ring 

center constraints and hydrogen bond donor and acceptor constraints, according to their 

positions in the original virtual screening pharmacophore. Higher-resolution dockings 

allowed at least 50 solutions per ligand while maintaining all but the original hydrogen bond 

donor constraints. To validate our docking protocol, RocA was extracted and successfully 

redocked into the structure of eIF4A1. Post-docking steepest descent energy minimizations 

were conducted using the Tripos force field in Sybyl-X 2.1.1 with a gradient of 0.02 kcal/mol, 

100,000 iterations, Gasteiger-Hückel charges, and a dielectric constant of 8.0. Secondary 

scoring of eIF4A1-ligand complexes was conducted using the HINT force field,22,23 a tool 

developed in our laboratory.  
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Reagents 

The RBF series small molecules were procured from MolPort, Inc platform, silvestrol: 

Medchem express, WST1: Dojindo Molecular Technologies Inc, phenazine ethosulfate, DMSO: 

Sigma-Aldrich, D-Luciferin, potassium Salt: Gold Biotechnology. All the other chemicals were 

procured from Fisher Scientific.  

Analysis of eIF4A1 expression in publicly-available DLBCL datasets 

UACLAN (http://ualcan.path.uab.edu/) is an extensive resource to evaluate tumor 

data, primarily The Cancer Genome Atlas (TCGA). The expression of eIF4A1 in TCGA DLBCL 

samples (n=41) was extracted using the UACLAN database.24,25 We obtained eIF4A1 in naive 

B cells from healthy individuals (n = 91) from the DICE [Database of Immune Cell Expression, 

Expression quantitative trait loci (eQTLs), and Epigenomics] database, which is a 

comprehensive resource of expression and epigenomic profiles of different types of human 

immune cells.26 We also mined the expression of eIF4A1 in other publicly-available DLBCL 

datasets,27 GSE10846,28,29  and GSE87371.30.31 Finally, prognostic implications of eIF4A1 in 

DLBCL were assessed using the GDC dataset.27 

Statistics 

Data were analyzed using GraphPad Prism 9. Values were expressed as mean ±S.D. of 

a minimum of three independent experiments. Wilcoxon signed-rank test was used to 

compare the data sets between naïve GCB B-cells and DLBCL samples; p<0.05 was 

considered significant. The unpaired Student’s t-test was used to compare the two groups. 

One-way ANOVA followed by either Dunnet’s or Bonferroni’s post hoc analysis compared 

more than two groups; p <0.05 was considered significant. Hill coefficient was calculated for 

the concentration-response curves.  
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Results 

Expression of eIF4A1 Predicts Poor Survival in Diffuse Large B Cell Lymphoma. Before 

exploring inhibition of eIF4A1, we wanted to first validate it as a potential therapeutic target 

by assessing eIF4A1’s role in lymphomagenesis. To elucidate the pathophysiological 

relevance of eIF4A1 in DLBCL, we examined publicly available datasets. Analyzing the 

expression profile of eIF4A1 in the Database of Immune Cell Expression (DICE), Expression 

quantitative trait loci (eQTLs), Epigenomics,26 and The Cancer Genome Atlas (TCGA)24 

datasets, we observed a robust increase (p<0.0001) in the transcript levels of eIF4A1 in 

DLBCL samples compared to naïve B-cells (Figure 3.1A), supporting the relevance of eIF4A1 

in lymphomagenesis.  Given the substantial variability and unique heterogeneity/biology 

within DLBCL, this lymphoma subgroup is further classified as Activated B-cell (ABC), 

Germinal Center B-cell (GCB),  and Unclassified (UNC) DLBCL based on its expression 

profile.32 In support of our observation, ABC-DLBCL cohorts (n=260) (which have a worse 

outcome when subjected to standard immune-chemotherapy compared to GCB-DLBCL33) 

display higher expression of eIF4A1 compared to GCB-DLBCL (n=138) (p=0.032) or UNC-

DLBCL (n=104) (p=0.191) (Figure 1B). In agreement with these data, transcriptomic profiles 

(GSE1084628 and GSE8737131) showed that eIF4A1 mRNA was expressed at a higher level 

in ABC-DLBCL (n=250) compared with GCB-DLBCL (n=268) or UNC-DLBCL (n=64) (Supp. 

Figure 1).34 To further validate this observation, we stained primary DLBCL specimens from 

commercially procured DLBCL tissue microarrays (US Biomax., Inc). In coherence with the 

above data, the protein levels of eIF4A1 were robustly detected in DLBCL samples (n=377) 

compared to Reactive Lymph Nodes (LN) (n=54) (Figure 3.2). Staining DLBCL samples  
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Figure 3.1. Clinicopathologic evaluation of eIF4A1. A) Representative plots show RNA-seq 

expression profiles of eIF4A1 in naïve B-cells (n=91) (obtained from DICE database https://dice-

database.org/) compared with DLBCL (n=41) in TCGA dataset. eIF4A1 showed significantly lower 

expression in tumor samples compared with control. The Y-axis represents transcript per million 

(TPM) values. **** p<0.0001 B) Comparison of RNA-seq data of eIF4A1 in molecular subgroups 

using a publicly available large dataset of patients with DLBCL (https://gdc.cancer.gov/about-

data/publications/DLBCL-2018). eIF4A1 showed significantly higher expression in ABC-DLBCL 

(n=260) subgroups compared with GCB-DLBCL (n=138) and UN-DLBCL (n=104), *p<0.05. The 

values are represented in log base 2 of fragments per kilobase of exon per million mapped 

fragments (FPKM). 
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Figure 3.2. Representative immunohistochemistry image of commercially procured (US Biomax., 

Inc) TMA slides stained with eIF4A1 antibody. Representative scatter plots showing the stained 

signals of eIF4A1 in reactive lymph nodes compared to DLBCL samples. Statistical analysis was 

performed using Wilcoxon signed-rank test (unpaired two-tailed), ****p < 0.001 vs. reactive LN. 

Summary chart for DLBCL and normal reactive lymph node samples. -ve: no staining detected, low: 

1–2 staining density, high: 3–4 staining density. 
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displayed 72% expression of eIF4A1 while that of reactive lymph node was 33%. 

Collectively, eIF4A appears to be upregulated in DLBCL. 

To further investigate the clinical importance of eIF4A1 in lymphoma progression, 

the prognostic value of eIF4A1 gene expression was determined using publicly available 

datasets,24-26 employing a cox p-value<0.05. As shown in Figures 3.3D and 3.3E, eIF4A1 was 

significantly associated with overall survival (OS) and progression-free survival (PFS) of 

patients with DLBCL. Patients with a higher median expression of eIF4A1 showed shorter 

survival periods than those with lower median expression. (Figure 3.3A, n=206, p=0.039). 

Consistently, patients with higher expression of eIF4A1 have a shorter progression-free 

interval than patients with low expression of eIF4A1 (Figure 3.3B, n=206 p=0.019). 

Altogether, the above clinical data endorses the claim that higher eIF4A1 gene expression is  
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Figure 3.3. Survival rates of patients with expression of eIF4A1. A) eIF4A1 expression was found to 

be significantly (p=0.039) associated with OS of patients with DLBCL in the publicly available dataset 

(n=206). Patients with a lower median expression of eIF4A1 showed a better prognosis than 

patients having higher median expression. B) eIF4A1 expression was also found to be significantly 

(p=0.019) associated with the PFS in the same cohort of patients with DLBCL having a similar 

observation. 
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Figure 3.4. Model of RocA used to define important pharmacophore features used in 

pharmacophore-based virtual screening experiment. In yellow circles are shown regions defining 

positioning of aromatic rings. The red circle indicates a hydrogen bond acceptor interacting with 

GLN195, while the blue circle indicates a hydrogen bond donor interacting with G8. 

Figure 3.5. Workflow for virtual screening strategy that identified RBF98 as the top hit. Stages for 
this workflow included obtaining the crystal structure of eIF4A1 complexed with RocA, scoring 

interactions between these two species, constructing and implementing the virtual screening 

pharmacophore, high-throughput molecular docking, energy minimizations of solutions, 

preliminary scoring of solutions in HINT, and final energy minimizations and scoring, followed by 

the purchase of the 29 top-scoring hits. 
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associated with poor survival and more aggressive clinicopathological features, 

supporting our notion that eIF4A1 is a promising therapeutic target in DLBCL.   

Structure-Based Drug Screen Identifies New Inhibitors of eIF4A1 

Our search for novel inhibitors of eIF4A1 began with a structure-based virtual screen 

of a potential binding site of eIF4A1. Using a crystal structure (PDB ID: 5ZC935) of eIF4A1 

complexed with a polypurine mRNA strand and RocA, which is a natural product inhibitor of 

eIF4A. To establish what features of RocA to use for the basis of our virtual screen, we utilized 

the HINT force field22,23 to determine the molecular features of RocA most responsible for its 

binding. Briefly, HINT is a scoring function based on the free energy associated with solvent 

partitioning between 1-octanol and water (see Chapter 1). It has been used in numerous 

studies involving interactions between and amongst proteins, polynucleotides, and small 

molecules.36-38 In addition to π-π stacking interactions between the mRNA bases of the 

polypurine strand and with PHE163 in literature reported by Iwasaki et al.,35 we noted two 

key hydrogen bonding interactions involving the ligand and GLN195, as well as G8 (Figure 

3.4).  Table 3.1 lists these crucial interactions that we concluded contributed most to RocA’s 

binding and activity. 

The hydrogen bond between O6 of RocA and G8 of the mRNA is consistent with 

Iwasaki et al.’s structural studies. Thus, the aromatic rings of RocA, along with its acceptor 

Table 3.1. Major interactions identified between RocA and eIF4A1:RNA complex with 

HINT 
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O1 and donor O6, were used as pharmacophore features in a virtual screen for new inhibitors 

(Figure 3.4). Our overall virtual screening protocol is summarized in Figure 3.5. Virtual 

screening was performed using the ‘Flex Search’ option of the Unity39 suite in Sybyl-X 2.1.1. 

A total of 1218 hits from the screen underwent high-throughput docking in GOLD 5.6.1 with 

20 solutions per ligand. In order to validate our docking approach, RocA was extracted and 

successfully redocked into the structure of eIF4A1 where it overlapped well with its co-

crystallized pose (Figure 3.6A). All solutions were triaged into the HINT force field for 

secondary scoring. The top 29 scoring compounds (Supp. Table 2)34 from HINT were 

purchased and further assayed for activity. To rapidly evaluate the inhibitory ability of the 

selected novel eIF4A inhibitors, we took advantage of an in-cell high throughput eIF4A-3X 

luciferase assay.12 The luciferase-based reporter assay with 5’UTR of eIF4A-sensitive four 

tandem repeats of the (CGG)4 12-mer motif (GQs) driven by beta-actin promoter was used 

as a platform for primary screening in Hek293T/17 stables cell lines (Figure 3.7). Cofactors 

like eIF4B stimulate the activity of eIF4A1. However, the eIF4A regulated luciferase readout 

A B 

Figure 3.6. Top-scoring docked poses in HINT and GOLD for RocA and Silvestrol, respectively. Both 

poses were obtained with the same docking protocol to validate the method used to dock hits 

obtained from our virtual screening. A) The docked pose of RocA (in gray) overlaps almost exactly 

with the co-crystallized structure of RocA (in blue). B) Features shared between Silvestrol (in lime 

green) and RocA (in blue) overlap extremely well.  
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was minimally dependent on eIF4B (Supp. Figure 2B).34 Similar experiments were 

performed with silvestrol as an internal control (Supp. Figure 2C),34 suggesting that the 

consensus sequence is highly reliant on eIF4A. Silvestrol, structurally, shares a scaffold 

similar to RocA. To verify that it likely binds in a manner similar to RocA, silvestrol was 

docked into the structure of eIF4A1, where its highest scoring pose overlapped well with the 

co-crystallized pose of RocA (Figure 3.6B). The 29 commercially available hit compounds 

were used for the initial primary screen at concentrations ranging from 1 nM to 10 µM.  

Luciferase readout greater than 50% was considered the cut-off value for the screen. We 

observed that RBF98 (showed around 50% inhibition with respect to the DMSO control at 1 

nM concentration (Figures 3.8A-3.8C). Interestingly, the percentage decrease in the 

luciferase readout was less than 10% in blank and empty luciferase groups, suggesting high 

specificity for the compound (Supp. Figure 3A)34 in limiting eIF4A-driven translation. It 

should be noted that the compound RBF98, at higher concentrations, showed a decrease in 

β-actin 

promoter 

Luciferase 5’UTR- Blank 

β-actin 

promoter 
Luciferase eIF4A 

G-quadraplex 

β-actin 

promoter 
Luciferase 

eIF4A 3X luciferase 

Blank luciferase 

Empty luciferase 

Figure 3.7. Design of luciferase construct with 5’UTR of eIF4A1 G- quadruplex sequence with the 

β-actin promoter, negative controls, blank with scrambled sequence and empty test construct. 
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eIF4A inhibition, probably due to various physicochemical properties such as reduced 

solubility, etc. The ability of compound RBF98 to preferentially target eIF4A-sensitive 

luciferase with a readout similar to silvestrol provides promising evidence that RBF98 

inhibits eIF4A and not another protein in the general translational apparatus and also binds 

in a manner similar to silvestrol and RocA. After analyzing its highest-scoring docked pose, 

it was concluded that RBF98 might adopt a similar binding mode to RocA, with three of its 

aromatic rings forming π-π stacking interactions with two adjacent nucleotide bases and 

PHE163, which seem to be crucial for rocaglate activity. Further, this docked pose of RBF98 

shows that its phenoxide moiety may form a hydrogen bond with G8 of the RNA strand and 

a novel ionic interaction between its ammonium group and ASP198. This previously 

unobserved interaction may be integral for achieving improved drug-like properties over 

rocaglamate-based inhibitors (Figure 3.9). Additional biochemical testing was performed 

with RBF98 to investigate the direct inhibition of the compound on eIF4A’s helicase activity. 

Here, we ran an inorganic phosphate release assay to directly measure the eIF4A1 ATP-

dependent RNA helicase activity using a stable mixture of yeast RNA. To achieve a maximal 

signal-to-noise ratio in this endpoint assay, we optimized the amount of enzyme and the 

incubation time (Supp.  Figures 3B, 3C).34 RBF98 showed a dose-dependent decrease with 

an inhibitory effect at ~50% at a concentration of 0.3 µM compared with the DMSO control 

(Figure 3.10).  

We next analyzed RBF98 impact on a cellular proliferation assay. The compound 

reduced the cellular proliferation of DLBCL cells at 0.5 µM and 1 µM concentrations. 

Silvestrol was again used as a positive control (Figure 3.11).  Cellular proliferation at lower  
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Figure 3.8. eIF4A1 specific high throughput screen identifies small molecules with inhibitory effect. 

A) Scatterplot of primary screen results. A total of 29 compounds were tested and luciferase signal 

reduced by ≥50% compared to control were identified and considered active. Luciferase activity 

results are expressed relative to values obtained in the presence of vehicle controls. Percentage 

inhibition was calculated and plotted in a scatter plot, n=3 biological replicates performed ±SEM. B) 

Structure of RBF98, a candidate inhibitor. C) Percentage inhibition was observed in the treatment of 

RBF98 at various concentrations in eIF4A1-3X-Luciferase Hek293T/17. Treatment groups vs DMSO 
control groups ap< 0.05; cp<0.001, dp< 0.0001. Experimental groups vs 1mM treatment groups 
αp<0.05, βp<0.001, ¥p<0.0001. 
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concentrations had minimal impact on DLBCLs (data not shown).  For further insight into 

the effect of RBF98, we performed a colony formation assay in the OCI-Ly3, Toledo 

(malignant cell lines), and lymphoblastoid cells (GMO 17220B, 1528, 13604, non-malignant 

cell lines). We observed that RBF98 significantly decreases colony formation in malignant 

cell lines in a dose-dependent manner (Figures 3.12A, 3.12B, Supp. Figure 4B).34 Notably, 

treatment of lymphoblastoid cells had minimal impact on their proliferative capacity 

indicating that the compound may have a potential non-toxic effect on non-malignant cells, 

addressing a major limiting factor of the currently available eIF4A inhibitors (Fig. 3.12A,  

Figure 3.9. Interaction environments for RocA and RBF98. The above two panels show stick 

representations of the interactions made between RocA and RBF98 and their surrounding 

environments. Green, transparent ovals are used to two-dimensionally represent possible π-π 

stacking interactions between the ligands and surrounding residues. RocA forms these π-π stacking 
interactions with the A7 and G8 bases and PHE163, while RBF98 forms them with only G8 and 

PHE163. Dashed lines between the ligands and surrounding residues are used to indicate hydrogen 

bonding, where the color indicates the donor/acceptor character of the ligand atom (blue = donor; 

red = acceptor). RocA donates a hydrogen bond to G8 and accepts on from GLN195, while our model 

of RBF98 accepts a hydrogen bond from A9 and donates an ionic interaction to ASP198, a potentially 

unobserved interaction. 
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Figure 3.10. Dose-dependent percentage inhibition of human eIF4A1 in-vitro activity on 

the treatment of RBF98, compared to DMSO control using an inorganic phosphate release 

assay (SensoLyte kit). IC50 values observed were observed to be 3 µM. 
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Figure 3.11. For our proliferation assay, Farage (GCB) origin was seeded at a density of 10,000 

and treated with 0.5 and 1µM of RBF98 for up to 72 hours. The cell viability was measured at 

different time points using the trypan blue method. Silvestrol treatment was done at 50nM as a 

positive control group. Viability was observed to be decreasing with increasing time in 

comparison to DMSO control (ap< 0.05; cp<0.001, dp< 0.0001)). 
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Figure 3.12. Effect of RBF98 on DLBCL colony formation. A) Representative image of the colony 

formation in OCI-Ly3 (malignant) and GMO17220B (non-malignant) cells. The total number of 

colonies grown in B) OCI-Ly3 and C) GMO17220B cells upon treatment with 0.5 and 1 µM of RBF98. 

Statistical analysis was performed using one-way ANOVA followed by Bonferroni correction 

analysis. For p values, see Figure 3.8. 
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3.12C, Supp Fig. 4B).34 To further explore the molecular insights of RBF98’s activity, we 

pulse-labeled DLBCL cells with puromycin after treatment with the compound. 

Immunoblotting with anti-puromycin revealed a concentration-dependent decrease of 

puromycin labeling along with the protein levels of eIF4A, but minimal changes in eIF4E, 

indicating an overall reduction in the translation capacity of the cells (Supp Fig. 4C).34 

Further, the expression of eIF4A-dependent genes, cMYC40 and CyclinD1,41 was reduced 

similarly (Supp Fig. 4C).34 After screening the initial set of 29 compounds, we pursued 

analogs of RBF98 in the hope of identifying purchasable compounds with better or 

comparable activity to it, our most potent hit. Using a similarity search function based on 

Tanimoto indices42 built into the MolPort website, we identified 34 analogs (Supp. Table 3)34 

that had chemical similarities to RBF98. Generally, the compounds from this round of 

screening structurally differed in three positions from RBF98, which allowed us to probe  

Figure 3.13. Summary of compounds sampled in secondary screen. Boxes surrounding different 

moieties of RBF98 correspond by color to the larger boxes containing functional groups that were 

sampled as part of this secondary screen in different combinations. Purchased analogues were 

selected based on Tanimoto index similarity to RBF98. In black boxes are the three top hits resulting 

from this screen: RBF197, RBF203, and RBF208 with their IC50 values in our luciferase assay. 
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aspects of the structure-activity relationship of our hit (Figure 3.8A, 3.8B). We mainly 

focused on altering these positions because they were the most accessible changes, based on 

the collection of compounds commercially available from MolPort. Figure 3.13 illustrates 

some of the different structural variations in these positions. After the luciferase readout, the 

primary screen was applied to the 34 compounds we obtained, including RBF197, RBF203,  

 

RBF197 RBF208 RBF203 

Figure 3.14: Secondary screen of RBF98 analogs in eIF4A1-3X-luciferase Hek293T/17. A) A total of 

34 compounds that inhibited Luciferase signal by ≥50% compared to control were identified. 

Luciferase activity results are expressed relative to values obtained in the presence of vehicle 

controls. Percentage inhibition was calculated and plotted in a scatter plot, n=3 biological replicates 
performed ±SEM. B) Structures of RBF197, RBF203, and RBF208, potent candidate inhibitors. 
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Figure 3.15. Representative plots of percentage inhibition values of luciferase activity on the 

treatment of RBF 197, 203, and 208 at 0.1, 1, and 10 µM in eIF4A1-3X-Luciferase in Hek293T/17 

cell lines for 24 h (n=3). 
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Figure 3.16. Percentage inhibition of human eIF4A1 in-vitro activity 

on the treatment of RBF197, RBF203, and RBF208 in inorganic 

phosphate release assay (SensoLyte Kit). A) Concentration-response 

curves of RBF197, RBF203, and RBF208, compared to DMSO control. 

IC50 values observed were 55.2, 208.8, and 74.1 pM, respectively. B) 

Hill coefficient values for the concentration-response curves. 
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and RBF208 (Figures 3.14A, 3.14B), which displayed a dosage-dependent decrease in 

luciferase readout (Figure 3.15). More importantly, all three hit molecules do not show more  

than 15% inhibition of blank (Supp. Figure 5B)34 and empty luciferase readout (Supp. Figure 

5A),34 implicating a specific inhibitory effect on eIF4A dependent activity. Most of the 

compounds available for purchase from our virtual screen and that we assayed showed 

alterations to the m-phenoxide moiety of RBF98, thus allowing us to probe this region 

extensively (Figure 3.13). The other two regions of the RBF98 first-round lead remain largely 

unexplored. To further corroborate our findings, we subjected these three new hits to a 

kinetic assessment using an in-vitro inorganic phosphate assay. To our surprise, the selected 

three compounds potently inhibited eIF4A helicase activity in a dose-dependent manner 

with IC50 values in the picomolar range and with Hill coefficients 1.35, 1.33 and 1.75 

indicating single-molecule binding without aggregating effects (Figures 3.16A, 3.16B).   

Novel eIF4A Inhibitor Blocks Cell Proliferation and Impedes Overall Translation in 

DLBCL. 

To determine if the most potent compounds exert inhibitory activity in DLBCLs, we 

first subjected a panel of DLBCL cells to a WST-1 cell viability assay. This assay quantitates 

the number of living and metabolically active cells by measuring the cleavage of tetrazolium 

salts by intracellular enzymes. As shown in Table 3.2, all hit compounds decreased the 

cellular viability of DLBCL cells with an EC50 in the low micromolar range (Supp. Figure 6A).34 

To our surprise, SUDHL2, which harbors a mutation in A20, SOCS1, and TP53, was insensitive 

to the eIF4A inhibitors.43 Additional analogs with varying potencies in the luciferase readout 

assays were tested in the cell viability assay to investigate if helicase inhibition tracked 
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DLBCL WST1 inhibition, and to ensure that cell viability did not decrease due to the general 

toxicity of the inhibitor scaffold (Supp. Table 4).34 As anticipated, these molecules do not 

dramatically affect the DLBCL cellular viability; thus, minor substitution to our selected 

compounds that hampers their eIF4A inhibitory capacity also displays a minor reduction in 

potency of DLBCL cellular viability.  

Given that eIF4A inhibitors demonstrated a statistically significant reduction in cell 

proliferation in DLBCL subtypes as well as depletion of critical oncogenes, we next 

performed a colony formation assay with a panel of DLBCL and lymphoblastoid cells. We 

selected seven different cell lines; five are of DLBCL (ABC2 or GCB3) origin, while the other 

two are non-malignant cell lines (lymphoblastoid, GMO). In agreement with our previous 

data, we observed a significant dose-dependent decrease in the number of colonies formed. 

Notably, RBF197 displayed minimal effect on colony formation in GMO cell types, while 

DLBCL Cell Line RBF 197 (µM) RBF208 (µM) 

OCILy3 0.4 0.9 

SUDHL4 3.2 4.5 

Farage 2.4 2.9 

DS 2.8 4.3 

RC 1.9 5.2 

SUDHL2 >30 >30 

 

Table 3.2. IC50 values of RBF197 and RBF208 in a panel of five DLBCL cell lines were performed 

using WST-1 assay. 
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RBF208 reduced colony formation in GMO cell lines at a higher concentration (Figure 3.17, 

Supp. Figures 8A, 8B).34 These results are consistent with RBF197 and RBF208 being 

selective eIF4A inhibitors, while the therapeutic window for RBF197 is broader than 

RBF208. 

Potential RNA Clamp Mechanism of eIF4A Inhibition 

To account for the increased activities seen for RBF197 and RBF208, we performed 

more extensive docking studies for these compounds. Not surprisingly, considering their 

flexibility and the size/shape of the pocket, we obtained a wide variety of high-scoring 

docked poses for these compounds. Logically, we thought the best approach to our modeling 

may be to identify the accurate binding mode for our most potent compound, RBF197, and 

use its most probable and favorable pose to deduce the same kind of pose for our less potent 

compounds and the structural reason(s) for their decreased activity. We attempted higher 

resolution dockings for RBF197 to this end and progressively refined our docking protocol 

based on different iterations of dockings. In our first attempt, we sought to determine 

3 

RC 

(Malignant) 

GMO13604 

(Non-

Malignant) 

DMSO DMSO 1 3 1 

RBF197 (µM) RBF208 (µM) 

Figure 3.17.  Effect of RBF197 and RBF208 on DLBCL colony formation.  Representative image of 

the colony formation in RC (malignant) and GMO13604 (non-malignant) cells. 
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whether all of the VS pharmacophore-based docking constraints were necessary and thus 

removed all but an aromatic ring feature to interact with PHE163 and a hydrogen bond 

acceptor feature to interact with the donor end of GLN195’s side chain. The best result from 

this docking is seen in Figure 3.18. Here, RBF197 makes very different interactions from a 

different position within the RocA binding site than RocA, namely with a nearby phosphate 

from the RNA chain and now orients its phenol to π-π stack with PHE163. Although this pose 

scores highly with HINT (Score = 968), this pose makes little use of π-π stacking interactions 

that are essential for RocA binding and does not effectively utilize its phenol hydroxyl that 

appears to be responsible for its higher potency compared to its predecessor. We 

determined, based on this result, that this is not the pose in which RBF197 binds, and all 

three original aromatic features that were also designed to interact with A7 and G8 are 

necessary to properly position RBF197 in the RocA binding site before it forms interactions 

Figure 3.18. Docked pose of RBF197 having used an aromatic ring center and hydrogen bond 

acceptor constraints of the original virtual screening pharmacophore. This docked pose, although 

it overlaps well with the constraints used, occupies a very different overall position within the RocA 

binding site than RocA and does not make the same π-π stacking interactions with A7 and G8 as 

RocA. 
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with nearby residues. In another docking attempt, we restored the original aromatic ring 

center constraints and received what we believe was a more properly position docked pose 

of this ligand with better overlap of RBF197’s aromatic rings and those of RocA (Figure 3.19). 

This pose resulted from rotating the amide of GLN195’s side chain to experiment with 

forming a potentially new interaction with its acceptor. Although no interaction was made 

with it in this pose, the o-OH of RBF197’s phenol was positioned where it favorably could 

make such an interaction. Given its better overlap with the aromatic ring pharmacophore 

features and potential utility for the o-OH, we believed this pose to be closer to the real 

binding mode of RBF197. Our final iteration of docking, after obtaining 300 solutions, 

resulted in the pose visible in Figure 3.20. This specific pose, indeed, formed a new 

interaction between the o-OH and the acceptor of GLN195’s side chain and retained the 

Figure 3.19. Docked pose of RBF197 using three aromatic ring constraints and a hydrogen bond 

donor constraint used to interact with the acceptor end of GLN195’s side chain. This pose has 

improved π-π stacking compared to the pose in Figure 3.18 and similar to RocA. It retains the 

hydrogen bonding interaction with ASP198 and offers potential for hydrogen bonding between the 

o-OH of RBF197’s phenol and the carbonyl of GLN195’s amide. 
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traditional π-π stacking with PHE163 and nearby nucleotides. It did not, however retain the 

hydrogen bond with ASP198, which we determined was still not impossible by means of 

manual rotations of certain bonds. Our logic was that manually rotated positions of residues 

and RBF197 in the binding site, after undergoing energy minimizations, should still be 

energetically favorable, should they ultimately retain their poses. Residues, such as ASP198, 

are immersed in solvent and should also be somewhat flexible. Following rotation of ASP198 

into positioning for a hydrogen bond with RBF197’s amine and energy minimization, 

positions of interacting species were remained static, resulting in the pose visible in Figure 

3.21. This pose was also used as a template for docking RBF208, also visible in Figure 3.18. 

It should be noted that A) the HINT score post-rotation and minimization did decrease from 

-134 to -234, due to a new unfavorable interaction between ASP198’s carboxylate and a 

nitrogen of the furazan ring and B) GOLD was unable to reproduce this pose, even with 

constraints. However, these HINT scores are still compared to a baseline of -385 of RocA, a 

known binder, in its co-crystallized pose, and, although we obtained many other high-scoring 

Figure 3.20. Docked pose of RBF197 forming a new hydrogen bond with GLN195 using its o-OH. 

This pose retains previously seen π-π stacking interactions with PHE163 and nearby nucleotides, 

but not hydrogen bonding with ASP198. 
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docked poses, we hypothesize that the poses of Figure 3.21 are highly probable, as their 

aromatic ring systems and interactions with GLN195 are consistent with our defined 

pharmacophore from the original virtual screen, which in turn was based on the RocA-bound 

crystal structure43 of eIF4A1. Also, the pose shown for RBF197 was the most reasonable 

since this hit was notably more potent than the others, which we attribute to a crucial 

Figure 3.21. Docking poses of RBF197 and RBF208 in eIF4A:RNA groove. The top two panels show 

schematic representations of the interactions made between docked poses of RBF197 and RBF208 

and their surrounding environments. Green, transparent ovals are used to two-dimensionally 

represent possible π-π stacking interactions between the ligands and surrounding residues. In 

these models, RBF197 and RBF208 both form π-π stacking interactions with the A7 and G8 bases 

and PHE163. Dashed lines between the ligands and surrounding residues are used to indicate 

hydrogen bonding, where the color indicates the donor/acceptor character of the ligand atom 

(blue = donor; red = acceptor).  Both RBF197 and RBF208 form hydrogen bonding interactions 

with ASP198, but RBF197 donates an additional bond to GLN195. The lower two panels are high-

scoring docked models of RBF197 and RBF208. 
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hydrogen bond between the eIF4A1:RNA complex and the, in this case, protonated 

phenoxide moiety of our scaffold (Figures 3.9 and 3.21).  

Our modeling studies suggested that RocA’s and our compounds’ mechanism of 

action involves trapping and distorting RNA’s bound pose. Indeed, RocA’s crystallized 

conformation positions itself such that it inserts between the A7 and G8 bases and binds on 

top of the bound RNA (Figure 3.4). From the results of our virtual screen, we believe our hit 

compounds bind similarly because they, too, have three aromatic rings capable of forming 

π-π stacking interactions (Figures 3.9 and 3.21). We speculated that such molecules trap the 

eIF4A:RNA complex. To experimentally confirm this, we employed a functional RNA 

unwinding assay to measure the activity of human eIF4A1 recombinant protein in the 

presence or absence of the inhibitors. Here, the RNA stable duplex was formed by annealing 

32mer RNA modified with cyanine 5 (Cy5) at its 5′-end and a complementary 9mer modified 

with a cyanine 3 (Cy3) at the 3′-end (Supp Figure 9A).34 A stable fluorescence was recorded. 

A 10-molar excess of unlabeled 9mer was added to the reaction to ensure a single turnover 

of the RNA unwinding. The reaction was started by adding excess ATP in the presence or 

absence of compounds. An increase in fluorescence readout was observed in the compound-

treated samples compared to DMSO (this was considered basal) (Supp. Figure 9B).34 To 

assess whether the compounds stably locked the eIF4A:RNA duplex, we added an additional 

fluorescent-labeled stable RNA complex and measured the kinetic values. The values were 

subsequently normalized and converted to percentage inhibition with respect to DMSO 

control groups. As proposed, the rate of RNA unwinding of the eIF4A:RNA duplex post-

compound treatment was drastically reduced, with the IC50 value observed to be upper 
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nanomolar range (Figure 3.22). The assay results represent the potential RNA-eIF4A-

inhibitor complex formation which diminishes eIF4A1’s helicase activity.  

Discussion 

Translation initiation, particularly eIF4A RNA helicase, is emerging as a privileged 

chemotherapeutic target as numerous studies associate it with the rate of protein 

biosynthesis, tumor initiation, chemoresistance, cancer stem cell functions and metastasis44-

47. While our current and previous studies7,10,15,48 support the concept that eIF4A is critical 

in lymphomagenesis, the clinical utility of selective eIF4A inhibitors has been limited to date. 

Several potent small molecules have been identified, including natural molecules like 

rocaglates and elatol, demonstrating potent anticancer activity both in vitro and in vivo. 

However, none of these compounds have found success in the clinic.9,18,49,50 An important 

exception is eFT226, a promising candidate undergoing Phase I clinical trials with the data 

still pending.19 Resistance and relapse to frontline therapy in DLBCL still presents a major 

clinical issue. Therefore, the successful development of eIF4A-selective small molecules 
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inhibitors as a drug target, may open up new options for therapy of this most common adult 

lymphoma. Significantly, most potent eIF4A inhibitors, including eFT226, exhibit a common 

rocaglate backbone, raising the question of whether this chemical backbone is associated 

with the limiting toxicity. Furthermore, RocA is also reported to bind with prohibitin 1 and 

2, thus impeding c-Raf induced MAPK/ERK pathways, raising the question about the 

specificity of this class of small molecules.51 

We utilized the publicly available information about eIF4A1-RocA structure and 

designed a structure-guided approach to develop RocA-independent potent eIF4A small 

molecule inhibitors to address these shortcomings. We successfully identified three 

compounds, RBF197, RBF203, and RBF208, that hamper in vitro eIF4A helicase activity (IC50 

≤250pM). Furthermore, through selective replacement of a specific phenoxide moiety, we 

gained critical mechanistic insights into the mode of action for these small molecules to exert 

their inhibition. Lastly, we demonstrate that novel eIF4A inhibitors significantly hamper 

eIF4A-dependent target genes in biologically relevant DLBCL cells.  

Our study began with a survey of the RocA binding site of a RocA:RNA:eIF4A1 co-

crystallized complex. Using the HINT force field, we identified several key interactions that 

we attributed to RocA’s tight binding to the RNA:eIF4A1 complex, including three π-π 

stacking and two different hydrogen-bonding interactions. These major interactions were 

utilized as features for a ligand pharmacophore-based virtual screen for novel eIF4A 

inhibitors. We obtained 1218 hits from our screen, which underwent high-throughput 

docking in GOLD using our original pharmacophore features as docking constraints. We 

purchased the top 29 best scoring compounds for primary screening. Based on the 
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previously established screening protocol targeting eIF4A1, we developed a luminometric 

method for screening eIF4A activity assay by measuring the eIF4A-sensitive 5’UTR driven 

luciferase readout.12 This method is simple, sensitive, robust, and in-cell, providing quick and 

reliable outputs. Comparatively, all the other small molecules targeting eIF4A have been 

screened using in vitro assays.9,52 Our preliminary screen noted RBF98 impeding 50% 

luciferase inhibition at 1 nM concentration in the luciferase-based assay while having 

minimal impact on control assays (Supp. Figure 3A).34 Next, we ran it through an in vitro 

assay and observed that the compound inhibits ~50% of eIF4A helicase activity around 3 

μM. We identified potential new interaction sites, like ASP198 and the known RocA binding 

sites of PHE163. This is important to note because our docking studies suggest that our most 

potent compounds from screen utilize similar features as rocaglates for binding and 

additional ones that may improve its selectivity for eIF4A1 and drug-like properties. The 

bountiful information we have obtained from our docking studies will further guide the 

design of new, more potent compounds. 

Using these insights, we utilized a rational approach and searched for procurable 

chemical mimetics of RBF98 and identified three potent small molecule inhibitors:  RBF197, 

RBF203, and RBF208. All three hits showed a remarkable selective decrease in luciferase 

assays. Notably, biochemical activity assays demonstrated compounds that are active at 

picomolar concentrations, which to our knowledge is the first report of eIF4A1 inhibitory 

activity at this potency. More importantly, all the three novel molecules displayed robust 

inhibition in cellular proliferation of DLBCLs with EC50 ranging in lower micromolar 

concentrations.  
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We next extended our study to delineate the mechanistic profiling of eIF4A-

dependent transcripts in DLBCL using the MYC/BCL2 DLBCL cell line (RC53) and the ABC-

DLBCL cell line (OCI-Ly354). As anticipated, the compounds were effective in blocking 

translational output in DLBCL.47 In fact, RBF197 and RBF208 showed a dose-dependent 

decrease in eIF4A-dependent oncogenes (cMYC,55 MCL1,54 and CARD1156). NRF2 is a redox 

master regulator induced by oncogenic KRas regulating the transcriptional program of 

specific translational factors for efficient protein synthesis.57 Further, a recent report 

indicates that NRF2 activation, an emerging prognostic indicator in DLBCL,58 confers 

resistance to silvestrol analog in cancer therapy.57 In contrast, treatment with novel 

identified eIF4A inhibitors, we noted a dose-dependent decrease of NRF2.  Similarly, CDK7, 

a critical cell cycle modulator deregulated in cMYC and BCL6 dependent DLBCL,59 was also 

depleted upon the compound treatment. Likewise, PARP1, a DNA binding protein associated 

with DNA damage repair that confers resistance to genotoxic compounds routinely used as 

chemotherapeutic agents,60 was also noted to decline in DLBCL cells. One of the major 

limitations of the previously reported eIF4A inhibitors like elatol58 was unintended 

cytotoxicity under cellular studies. Thus, to define the therapeutic window, we performed 

the colony formation assays using malignant DLBCL cells and non-malignant transformed 

lymphoblastoid (GMO cell lines) cells. Surprisingly, RBF197 has a therapeutic edge over the 

counterpart RBF208 by showing the least toxic effect on the GMO cell colonies while 

inhibiting DLBCL colonies in a dose-dependent manner.  

In silico analysis indicated the presence of a crucial hydrogen bond between the 

GLN195 of eIF4A1:RNA complex and the phenol moiety protonated, in this case, phenoxide 

moiety of our most active hit compound RBF197 (Figures 3.14B, 3.21), which potentially 
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explains its higher potency over our other hits. Notably, this docked pose of RBF197 forms 

the GLN195-phenol hydrogen bond with the acceptor end of GLN195’s amide, which is 

different from RocA’s hydrogen bond with the donor end. We also believe our docking 

suggests that our best hit compounds act by trapping eIF4A1 in an RNA-bound state. To 

address this, we performed an RNA trap assay to delineate the mechanism of action of the 

novel pharmacophores. This uncompetitive mechanism means that RBF197 or RBF208 

prefers to bind eIF4A when the protein is in the RNA-bound state, which is advantageous, as 

binding RNA to eIF4A facilitates creating a clamp and leads to the unavailability of the 

enzyme for the next turnover cycle. This mechanism is more beneficial than the ATP 

inhibitors, resulting in unwanted toxicity in the cells. 

Conclusion 

Further work is required to develop a deeper understanding of this novel small 

molecule series and to describe in detail the mode of eIF4A inhibition. Additional molecular 

modeling studies coupled with medicinal chemistry design and synthesis of novel 

compounds will likely lead to even more efficacious lead compounds. As noted above, we 

have to date only explored analogues that vary the m-phenoxide moiety of RBF98, and 

significant scope for structure optimization is available in other regions of these molecules. 

Also, we are currently awaiting mutation study data related to PHE163, GLN195, ASP198 to 

determine the roles these residues play in binding our hit molecules, if any.  Nevertheless, 

the compounds reported here are potent and unique structural eIF4A inhibitors forming 

different sets of interactions than the previously known inhibitors. These inhibitors have 

potential pharmacological relevance and present a valuable therapeutic opportunity.    
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Chapter 4: Development of a Protein-Protein Interface Optimization 

Tool Using Hydropathic Environment Maps 

Introduction 

 Harkening back to the subject of protein structure prediction tools, one area of 

interest in protein structure prediction is simulating the union of two proteins in so-called 

protein-protein docking. Surface residues on proteins, by nature, are highly flexible while 

they are immersed in solvent, but as they are brought in close proximity to the surface of 

another interacting protein, they will adopt more static conformations that are favorable to 

the formation of a protein-protein complex. The greatest reason for developing 

computational tools for predicting protein-protein complexes is that crystallization of 

multimeric complexes is significantly more expensive and time-consuming than for 

monomers.1 Consequently, mutation studies, application of structure-based drug discovery 

approaches, etc. are similarly challenging and often not accessible. Thus, there is an unmet 

need for studying protein-protein interactions (PPI) and identifying new, potential 

druggable sites for new therapies. Designing inhibitors of PPIs presents potential new 

advantages (and challenges) compared to traditional in-silico orthosteric or even allosteric 

binding site drug discovery.2 For one, PPI inhibitors can be designed to have greater 

selectivity for a target based on structural features of an interacting pair to overcome 

promiscuity associated with many other drug molecules. With this increased selectivity 

comes the beneficial secondary effect of not inhibiting downstream processes of multiple 

protein complexes. Challenges, however, include the fact that potential PPI sites may be too 

shallow to effectively conduct in-silico drug discovery efforts, as the formation of protein-
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protein interfaces often form two largely planar surfaces between both structures. 

Additionally, it can prove difficult to construct effective functional assays to probe 

interactions at a buried PPI site. Nevertheless, design of robust PPI simulation tools presents 

a unique challenge with many rewards to reap that may be more than adequately met by 

computational techniques. 

 Computational studies of PPIs face significant challenges, not the least of which is first 

developing or identifying a proper energy scoring function that accurately assess the 

favorability and stability of a protein-protein complex and factors in considerations of newly 

formed hydrogen bonds and the hydrophobic effect (See Chapter 1).3,4 Of course, this is a 

challenge that computational chemists and structural bioinformaticists have been tackling 

since the dawn of this field, but it is no less important to ensure that the force field 

implemented for this problem adequately simulates the free energy of the complex 

formation. For this reason, it is also important that the force field accurately simulates the 

free energies of solvation and desolvation, as water has been shown to play a pivotal role in 

the formation of a protein interface,5-7 which our lab has also studied.8,9 This role of solvation 

also raises a question of how to deal with protonation states of ionizable residues, since 

protonation can drastically change unfavorable interactions into favorable ones and vice 

versa. 

 Many labs have already undertaken this task and produced variations of protein-

protein docking programs. An early protein-protein docking program was developed as an 

implementation of Rosetta, known as RosettaDock, by Gray et al.,10 which uses a Monte Carlo-

based method to generate solutions from a low-resolution docking, refine those solutions 
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using an interface optimization protocol, and then make predictions based on clustered 

solutions. HDOCK, developed by Yan et al.11 uses a Fast-Fourier Transform (FFT)-based 

search method to compute putative solutions to docking two proteins and then evaluates 

solutions using an embedded scoring function. ClusPro, developed by Kozakov et al.,12 uses 

a similar FFT-based method to perform a rigid body docking, sample billions of PPI 

conformations, cluster the 1000 lowest energy solutions by RMSD, and energy minimize the 

top solutions to remove steric clashes. Our lab has particularly dealt with ZDOCK and shown 

that explicit inclusion of water molecules in input files significantly improves docking 

accuracy of two proteins with this program.13 Numerous others have been or are currently 

under development to address this problem from different perspectives. 

 Our ongoing 3D Interaction Homology (3DIH) project has many applications, among 

them being the development of protein structure prediction. We believe that a tool built to 

exploit these unique data and algorithms can predict the structures of two interacting 

proteins via a protein docking program, which we have made progress in developing. To 

illustrate how this may be done, it is important to recall that the objective of our 3DIH project 

is to exhaustively determine all of the hydropathic environments that can surround any 

given residue. With a number of reports that have studied some of these residues in-depth,14-

18 we have completed our mission of extracting this data from our data set for each residue 

and have constructed a library of hydropathic interaction maps detailing the hydropathic 

valences needed to “satiate” them. In theory, these maps represent the interactions each 

residue type “wants” to make with its environment, including the residues of incoming 

protein surfaces. A tool of our design should, therefore, predict how residues at a protein-
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protein interface will mesh and interact together based on the most favorable combination 

of overlapping maps. 

Methods and Results 

Development of a Hydropathic Map Library 

 The most necessary precursor to constructing our protein-protein docking tool is to 

compile a library of hydropathic maps. These maps are intended to capture information 

about the kinds of interactions each residue type “wants” to make with its environment, what 

we term its “hydropathic valence.” Our maps are constructed in the form of three-

dimensional constellations of 4 separate map types (positive/negative hydrophobic and 

positive/negative polar) that indicate the position and magnitude of interactions each 

residue type forms with its environment. For more information on the data collection for 

these maps, see Chapter 2 of this thesis or any of our publications that have focused on 

particular residues.14-18 To briefly reiterate, interaction data is collected by scoring 

interactions between a residue and its environment using the HINT force field,19,20 which 

uses a dictionary of atomistic and residue-specific partial logPo/w values encoding crucial 

free energy terms to score interactions between hydropathic species. This map data 

collection is applied to every residue of every type from a data set of 2703 protein structures 

selected from the Protein Data Bank.21 The maps we collect are organized first by chess 

square, indicative of the residue’s secondary structure, followed by the parse of its χ1 

dihedral angle into one of three groups (60°, 180°, and 300°) as in those of typical rotamer 

libraries,22 and finally its cluster ID. Residues in the same cluster are represented by the same 

structure and map generated as averages from those residues composing the cluster. After 
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compiling this data, we can more effectively begin constructing a variety of protein structure 

prediction tools, including one for protein-protein docking. 

Model Construction and Scoring Philosophy 

As a secondary step toward developing a protein-protein docking program, we first 

wish to complete a protein-protein interface residue optimization program, adopting the 

same philosophy described above. Our goal with this project is to design a program that will 

consider all residues at a protein-protein interface, perform map selection for residues at the 

interface, and optimize the positions of residue sidechains in such a way that they form the 

Figure 4.1. An illustration of a potential protein-protein interface and our designed scoring method. 

In this two-dimensional representation of a protein-protein docking, a sample of maps from our 

hydropathic map library are interpolated onto a master two-dimensional grid of points, spaced 0.5 

Å apart, where each map is interpolated onto each interface residue at its C-alpha carbon. The value 

of each map at each master grid point is calculated through a series of geometric relations. The 

overall score of the protein-protein docking solution model in the pictured situation is calculated as 

a pairwise sum of the products of overlapping map values at each master grid point. For our 

purposes, this scoring system is translated into three dimensions. 
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most favorable interactions and reproduce the original crystal structure. We have developed 

our scoring system based on the favorable overlap of contours encoded into each of our 

maps, according to Figure 4.1. Our scoring system depends on constructing of a three-

dimensional grid of points, spaced 0.5 Å apart and encompassing all residues at a protein-

protein interface, where scoring takes place on a point-by-point basis. The overall model 

score, Smodel, is calculated as a pairwise sum of multiplied overlapping map values from two 

interacting residues. Our model also leaves room for applying weighted consideration to 

each combination of map types. This strength of our approach is designed such that we have 

the potential to explore the impact of various combinations of map types (i.e., positive-

hydrophobic-positive hydrophobic, positive-hydrophobic-negative hydrophobic, positive 

hydrophobic-positive polar, etc.) and determine the extent to which the interplay between 

these interaction types yields a better overall docked model. 

Reframing Maps onto the Same Coordinate System 

 An important part of our methodology involves translating our map data into the 

master three-dimensional space, described above, where individual maps can interact with 

each other. For details on our map construction and format, see any of our communications 

regarding particular residues14-18 or Chapter 2 of this thesis. Briefly, our maps individually 

occupy isolated space in Cartesian space, where every C-alpha carbon sits at the origin, the 

CA-CB bond is aligned to the Z-axis, and the CA-CH bond is oriented into the -y, -z quadrant 

of yz-space. In order to score map combinations together, each map grid point must be 

interpolated onto the same three-dimensional master grid system with all other scored 

maps. Also, since each individual map’s grid points are unlikely to overlap with the master 
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grid system’s points, the specific values of each map grid point must be scaled, based on their 

proximity to known values at known points in space following map-to-master grid 

translation. To accomplish this, our program first constructs the master grid system. Then, 

residue-by-residue, we calculate an orientation matrix that moves and orients the residue to 

the origin, according to our standard map construction. The negative form of this calculated 

orientation matrix is then applied to re-orient each map to its residue on the master grid 

system, where all individual map grid points now are assigned known coordinates. 

Geometric calculations are performed to determine the hydropathic map values of in-

between points of the master grid system, which can then participate in interaction scoring 

with other residue maps. A diagram of this operation can be seen in Figure 4.2. This approach 

enables us to score interacting maps in the same space, which is required for scoring any 

generated docking solution. 

 

Figure 4.2. Diagram describing our map interpolation process. Beginning with a residue at a 

protein-protein interface, an orientation matrix is calculated based on three-dimensional 

movements required to orient the residue at the origin of Cartesian space. The negative form of this 

matrix is applied to a selected residue map, which already is oriented about the origin, in order to 

re-orient it toward the residue at the interface. 
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Scoring Function 

 In order to create a properly working protein-protein docking program, we must 

incorporate a properly designed fitness or scoring function that accurately assesses the 

success of a docking solution. As described (see Figure 4.1), we have designed our scoring 

function to be a pairwise sum of map values at every point on our master grid system. Since 

our maps are divided into a quartet of interaction types, all four map types must be 

considered at each grid point. There are a number of different features of our method 

undergoing optimization. For example, we have yet to determine the relative importance of 

each interaction type. Likewise, different combinations of interaction types may ultimately 

contribute more to scoring than others. For this reason, we intend to consider weighting 

certain terms from our scoring as we discover them to have more or less bearing on score 

output. It will be interesting to see the degree to which pure terms (i.e., positive polar-

positive polar, positive hydrophobic-positive hydrophobic, etc.) and cross terms (i.e., 

positive polar-negative polar, positive polar-positive hydrophobic, etc.) will matter, as we 

expect some terms to have higher contribution to scoring and others to possibly be 

negligible. Certainly, trial-and-error is an option for determining relative weighting of each 

term, but a likely more effective solution would be multi-linear regression analysis to 

determine an overall equation of best fit for our function. The basic model of this equation 

(similar to Sxyz and SModel in Figure 4.1) to calculate a score between two maps at each point, 

summed together, will look like: 

Sxyz = AV(PP·PP)xyz + BV(NP·NP)xyz + CV(PH·PH)xyz + DV(NH·NH)xyz + EV(PP·NP)xyz + 

FV(PP·PH)xyz + … 
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SModel = ΣSxyz , 

where Sxyz is the score at any point on the master grid system, V is the value of a particular 

scoring term, PP, NP, PH [and NH] are positive-polar, negative polar, positive hydrophobic 

[and negative hydrophobic] terms, respectively, A – E are relative weights of each pure/cross 

term, and SModel is the total score of the model. This, like many aspects of our method to be 

described, will require significant experimentation to refine and implement. 

Implementation of a Genetic Algorithm 

The most challenging part of our approach is the vast quantity of map data we have 

generated for our library. For a typical residue, such as aspartic acid, its hydropathic map 

data is first divided by chess square, according to our chessboard schema, and then parsed 

by its χ1 angle into three parses. For our purposes, we wish to construct a flexible docking 

program that varies the conformation of interface residue side chains but keeps its backbone 

dihedral angles constant. With this being the case, the chess squares for all residues of any 

input structure would be easily determinable and never change in our optimization 

algorithm. Where every chess square may contain up to three parses with up to 12 clusters 

per parse, any protein-protein docking may roughly be reduced to 36n solutions, where n 

equals the number of residues at an interface. It should be noted that not every chess square 

contains residues in every parse or residues at all; however, this is counter-balanced by some 

residues having three additional subparses about their χ2 angles (such as glutamic acid) 

and/or more than 12 clusters in each chess square (such as arginine). This results in an 

immense combinatorial problem that cannot realistically be solved by exhaustively 

evaluating all possible docking solutions. Rather, it should have some method for more 
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effectively sampling solutions more likely to be more energetically favorable. A number of 

methods exist for enhanced sampling to accomplish this. We have elected to implement a 

genetic algorithm for our purposes as our first approach to this problem. 

 A genetic algorithm (GA) is essentially designed to simulate the principles of natural 

selection to find the solution to a problem. The GA first performs a random selection of 

potential solutions to the problem, known as a population, evaluates the fitness of each 

solution, known as a chromosome/genome, and ranks them. The chromosomes with the 

highest fitness influence the production of a new generation of chromosomes, where, in 

theory, small variations of the best-performing chromosomes will create even higher 

performing ones. Certain chromosomes will undergo “crossover” together and produce 

offspring via exchange of their features. Other chromosomes will undergo “mutations” 

where their individual features can be randomly swapped out for other possible features to 

produce new “children.” Some GAs also incorporate a practice of “elitism,” which is designed 

to ensure that a certain number of the absolute best scoring chromosomes from every 

generation progresses to the following generation. These operational components of GAs are 

visually summarized in Figure 4.3. Many of these crossover and mutation events happen 

after evaluating a single population of possible chromosomes, producing offspring that 

become the start of a new generation of chromosomes. GAs run over a multitude of 

generations, sometimes several thousand or tens of thousands, in an attempt to reach the 

highest possible performing solution. The alternative approach would be to begin the GA 

with many thousands of trial parents and fewer generations, but the disadvantage of this 

would be too widespread sampling of potentially low-quality solutions with not enough 

generations of natural selection for refinement. 
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 In the context of our work, we have designed our genetic algorithm such that each 

solution, or chromosome, to our interface optimization problem can be represented by a 

specific combination of maps designated for each interface residue. Therefore, a population 

is represented by a specific group of these map combinations created at each generation. 

Cross-breeding our solutions would take place as a result of swapping a certain number of 

maps between two chromosomes and passing the two resulting offspring to the next 

generation. A mutation would occur when a specific map in a chromosome is altered to 

another possible map for that residue from our map library. In our model, elitism would 

move a top fraction of the best map combinations to a new generation, completely unaltered 

by crossover or mutation. With this GA incorporated, the overall workflow for our protein-

protein interface optimization program will function according to the flowchart pictured in 

Figure 4.4. Our program is designed to begin with construction of libraries of ASCII-encoded 

Generation 1 

C1 0 0 0 0 0 

C2 1 1 1 1 1 

C3 0 0 1 1 1 

C4 1 1 0 0 0 

C5 1 0 1 0 1 

C6 0 1 0 1 0 

 

Generation 2 

C7 1 1 1 0 0 

C8 0 0 0 1 1 

C9 1 0 0 0 1 

C10 1 1 0 0 1 

C11 0 1 1 1 0 

C12 0 1 0 1 0 

 

Mutation 

Crossover 

Figure 4.3. Summary of genetic processes that can occur between generations of a genetic algorithm. 

In red is crossover, where segments of chromosomes C1 and C2 are exchanged to produce two new 

solutions. In purple is shown mutation, where a single component of chromosome C4 is altered to 

produce a new solution. In blue is the concept of elitism, where chromosome C6 is carried on to the 

second generation, completely unchanged and treated as a new solution. These are simple examples of 

the concepts underlying the foundation of constructing a genetic algorithm. 

Elitism 
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libraries of our chess square, parse, and cluster data, immediately followed by construction 

of the previously described three-dimensional grid with 0.5 Å spacing (vide supra). All 

interface residues within the grid have their side chains removed and area assigned their 

appropriate chess square based on their backbone ϕ (phi) and ψ (psi) angles. Our genetic 

algorithm then performs a population-weighted selection of parse and cluster map 

combinations as a solution to the interface optimization problem with enough combinations 

to fill a population for that generation. All solutions are scored and ranked, according to our 

scoring system (vide supra). Certain solutions of that population undergo crossover and 

mutations, the products of which also undergo scoring and proceed to the next generation.  

Figure 4.4. Workflow for our developing protein-protein interface optimization program. The 

program begins by creating libraries containing ASCII representations of addresses for our chess 

square, parse, and cluster data. We then construct a master grid system over all residues 

participating in interfacial interactions, where grid points are spaced 0.5 Å apart. The side chains 

from all interface residues are removed before we identify the chess squares into which they all 

fall. After all chess squares are known for each residue, our genetic algorithm performs a selection 

of map combinations to fill a population of a designated size, where the selection is weighted by 

relative populations of each cluster within each parse and chess square. All map combination 

solutions are scored and ranked before undergoing crossover and mutation processes. These two 

steps of the GA repeat for a number of times equal to a predetermined number of allowed 

generations. Finally, side chains are added back to interface residues based on the highest-scoring 

combination of maps when constructing the final model. The produced model undergoes an RMSD 

calculation with reference to the original crystal structure to assess the success of the docking. 
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Figure 4.5. Pseudocode representing our genetic algorithm’s crossover operation. A) Outlines 

crossover operation option 1, which is designed to swap maps in two segments of equal length and 

starting and ending at the same positions of two solutions. B) Outlines crossover operation option 

2, which creates a child solution combination of maps of the same length as either of the two parents 

being bred. In this scenario, the residue map at any position in the solution array of maps is taken 

randomly from either parent at the same position. In this way, the crossover solution’s genetic 

material is a product of a variety of different combination of the parents’ genes. 

A 

B 
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Examples of pseudocode for the crossover and mutation operations are visible in Figures 4.5 

and 4.6, respectively. We decided on a flexible definition of “crossover,” so we wrote two 

different functions for the crossover operation, which are both equally likely to happen. The 

population-filling and genetic process steps repeat for a number of times equal to a 

predetermined number of generations before the final, highest scoring model is constructed 

and compared to the original crystal structure via RMSD calculation. The true nature of this 

workflow is much more complicated and not quite as straightforward, as many of these steps 

are still undergoing thorough optimization, as will be described. 

 With all of this considered, it still is no easy task to develop the working features of a 

GA. It is important to consider the specific rates at which crossover and mutations occur, as 

Figure 4.6. Pseudocode representing our genetic algorithm’s mutation algorithm. This function 

depends on initialization of a certain predetermined number of genomes per population and 

mutation rate. After generation a population of solutions, ranking and scoring those solutions, and 

selecting the solutions that will undergo crossover and mutation operations, the chance of 

undergoing a mutation is applied to all solutions in the given population. A random residue position 

is selected, and the map at that residue position is swapped with another population weight-

selected map, yielding a mutant form of the original model solution. 
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well as how many elite chromosomes are carried over from generation to generation. Where 

crossover is useful for swapping and sharing features/maps of high-scoring solutions among 

each other, mutations can be an effective way of perturbing the pool of existing high-scoring 

solutions and simulating the inclusion of features/maps that may not have been considered 

otherwise. Too much crossover can result in early convergence of solutions, and too much 

mutation can result in ineffective sampling of high-quality solutions. Many reports 

discussing the optimization of crossover and mutation rates have been published for this 

exact reason.23-25 We have elected to begin constructing an adaptive genetic algorithm26-28 

that progressively alters the crossover and mutation rates, as well as the population size for 

each generation. Pseudocode representing the core adaptive component of this algorithm is 

given in Figure 4.7. This adaptive algorithm is designed to minutely increase the crossover 

rate and decrease the mutation rate when a generation produces a new high-scoring 

chromosome, in an attempt to slightly converge on a local minimum and prevent futile, 

overly broad sampling of random solutions. It also conversely decreases crossover and 

increases mutation when a generation does not produce a new high-scoring chromosome, in 

order to prevent sampling being trapped in local minima. Essentially, the algorithm will 

identify high-scoring combinations of maps and continue to explore any found local minima 

until such a point when the algorithm no longer identifies any high-scoring solutions in that 

minimum and it begins to explore minor variations in succeeding maps. 

 The next achievable goal of this project is to develop a working scoring system that 

correlates the scores of our output models with their RMSDs. Our theory is that higher-

scoring combinations of our hydropathic maps will construct models of a protein-protein 

interface more similar to the original crystal structure on which the interface optimization  
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Figure 4.7. Pseudocode representing the major components of the adaptive genetic algorithm for 

our protein interface optimization tool. The code requires setting certain values for the number of 

genomes in a population, the number of crossover events that will occur during a generation, the 

mutation rate for solutions produced for the population and rates at which these features may 

increase or decrease. The overall best score is set to an extremely low and conquerable number by 

any model. A select group of high-scoring solutions must be chosen from the initial population. After 

all crossover events and mutations have occurred, a generation best score is identified, which is 

compared to the current overall best score. The number of crossover events, mutation rate, and 

number of genomes in a population are adjusted according to whether a new best overall scoring 

model was found. 
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was conducted. We have attempted preliminary scoring to determine whether our current 

model successfully makes a correlation between our model scores and their RMSD values 

from the crystal structure. As an example of this preliminary scoring, see Figure 4.8. The plot 

in this figure shows scores of 500 random models generated without use of the genetic 

algorithm against their RMSDs from the crystal structure of PDB ID 2I25.29 A slight 

downward trend is visible in this data, illustrating a potential relationship between our 

scores and their models’ RMSDs, such that high scores correlate with a more similar 

structure to the crystallographic data. However, we still have much work to do to refine our 

model and achieve a better correlation with our data. Perhaps, one reason we do not have a 

high-quality correlation here is that these models were not constructed using the protocols 

of the GA. We sought to simply build models to ensure our scoring function could build the 

Figure 4.8. A plot of scores using our scoring function versus their overall RMSD values for 500 

random models of the optimized protein-protein interface in the structure of PDB ID 2I25.20 These 

models were not generated using the tools of the GA. A slight trend can be seen in this data, 

potentially illustrating a real relationship between our scoring function and RMSDs from template 

structures. 
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correlation we hoped for, but it is possible that allowing the GA to run and build higher-

scoring models with, hopefully, even lower-RMSD values will yield a clearer relationship. 

 Another important step in the development of this tool is ensuring that the genetic 

algorithm is effectively sampling the solution space without converging early on local 

minima or wantonly sampling too many low-quality solutions due to the random nature of 

population-filling and the genetic processes. The adaptive components of the GA are 

Figure 4.9. Example plot of best total scores of top-scoring models for each generation (green) and 

overall (blue). This plot was generated using the Python Matplotlib library as a product of interface 

residue position optimization of the two chains of PDB ID 1UZ3 over 100 generations. Plots such as 

this are being used to track performance of our genetic algorithm component of our interface 

optimization program. The many points at which the “Generation Best Total Scores” plot touches a 

plateaued “All Best Total Scores” plot indicates that it can take several generations for the crossover 

and mutation algorithms to find new, higher-scoring solutions. The steep jump in score possibly 

indicates a crucial mutation that appears to be a crucial component of a top-scoring model. 
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designed to mitigate these problems, but our model requires a method for assessing the 

success of these implementations. For this reason, optimization of our model includes 

charting the progressive change in score of our top-scoring model as the program runs. 

Currently, we have elected to simultaneously chart the score of the overall top-scoring model 

and the score of the top-scoring model for each generation as a way of tracking model 

improvement. An example of these plots is visible in Figure 4.9. This particular plot shows 

the progressive interface optimization of the two chains of PDB ID 1UZ3,30 where the green 

plot indicates the score of the highest scoring solution produced each generation, while the 

blue plot indicates the change in the overall top-scoring solution across all generations. It 

can be seen from this plot that there are many periods during the progression of the GA that 

show very little change in the top score. The goal of producing these plots is to visually 

represent the performance of the GA that we might observe how changes to our crossover 

and mutation rates affect the rate of discovery of higher-scoring solutions. It is possible that 

a simple, but appropriate, metric for representing this rate of discovery could be the product 

of the slope of the “All Best Total Scores” plot and its R2 as a way of considering the rate at 

which new, higher-scoring solutions are discovered and how often and long the top score 

plateaus, but this will require much further experimentation. 

Current Challenges 

 We have made great progress toward developing our protein-protein docking tool, 

but we still have a number of challenges to face as we troubleshoot, optimize, decide best 

practices for how our program will operate. First and foremost among these challenges is 

finding more optimal crossover and mutation rates, as well as rates of change for the 
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adaptive component of the GA. Setting initial values for these rates can be somewhat 

arbitrary at first, so a great deal of experimentation is necessary to refine these values, which 

can be difficult while our program has extremely long runtimes. In our current model of the 

GA, the size of generation’s population also scales with the mutation rate. Optimization of 

this parameter has also been shown to be a critical effector the design of an efficient GA.26,31-

33 Our current model scales population size with mutation rate because increasing these 

factors is designed to promote exploration of unexplored solution space. The crossover rate 

is conversely related, where it increases in response to decreasing population size and 

mutation rate because it is designed to explore solution space similar to discovered high-

scoring solutions and close in on local minima. Nevertheless, the optimal rates for each of 

these factors is likely to be highly specific to our model and not easily determined. 

 Additionally, we have encountered some issues with many of our produced final 

models, wherein many side chains, particularly from the most flexible residues, like arginine 

and lysine, overlap with other side chains added back on to our final “docked” mode. An 

example of this problematic situation is visible in Figure 4.10. It is aggravating sometimes 

that these events occur in light of these models’ high scores, but it is also expected, as the 

troublemaking residues are highly flexible ones. It must be stated our model does not include 

explicit punitive terms to actively discourage steric clashes, as our maps are designed to 

encode steric considerations based on the fact that the maps represent spaces where 

interactions take place. The interacting species, itself, occupies a void in space across from 

the residue on which the map is based. Essentially, we expect the most optimal solutions to 

benefit from overlapping maps and for sterically unfavorable/impossible, sub-optimal 

solutions to be out-competed where overlapping voids of space in maps are not rewarded. 
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In future work on this project, it may be wise to either consider including such terms, or 

disregard solutions that include such clashes, as they should not score high enough to be 

selected for crossover, mutation, or elitism anyway. It may also significantly reduce 

computational time to remove them from consideration before scoring them. This, too, will 

require a great deal of experimentation. 

 Lastly, possibly the largest and most complicated issue involves how certain map 

types are scored together. As previously mentioned, we are experimenting with scoring all 

map types with each other to determine whether a correlation can be seen between certain 

map type-type cross terms and our score output. We anticipate seeing little dependence on 

cross terms, such as positive hydrophobic-negative polar or negative hydrophobic-positive 

polar, but they require investigation, nonetheless. The more complicated aspect of this 

Figure 4.10. Interface optimization solution of PDB ID 2I25.20 In this model created as a solution to 

the optimization of the two proteins in this crystal structure, two residues, a tryptophan (cyan) and 

an arginine (lime green) sterically clash. Our model currently does not penalize such unfavorable 

interactions. 
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scoring system is that we must decide how to approach any type of polar interaction with 

another polar interaction. Hydrophobic-polar interactions are easy to penalize, as the 

hydropathic nature of the polar species is irrelevant, to an extent; simply put, hydrophobic 

does not interact favorably with polar of any nature. However, scoring polar interactions 

together can be tricky, as overlap of positive or negative polar maps with other polar maps 

does not explicitly define the hydropathic character of either polar species. The positivity or 

negativity of the interaction is completely relative and dependent on the acceptor or donor 

nature of the interacting partners. To illustrate this, Figure 4.11 shows how this issue may 

arise and the way it may be problematic for interface optimization. This figure represents 

two possible and realistic scenarios that may have already been encountered by our scoring 

algorithm. Situations like this can drastically affect the results of our scoring. It is not simply 

enough to consider the hydropathic valences for each residue indicated by our maps, which 

Figure 4.11. Example hypothetical, but realistic, scenarios that our residue optimization protocol 

may encounter. In the above two panels, an acidic residue interacts with an arginine, which is often 

seen in many real co-crystal structures. Normally, this is a highly favorable ionic interaction, but 

scoring overlapping positive and negative polar maps from these residues may deem this an 

unfavorable interaction. Likewise, in the bottom two panels, a lysine and arginine may cross paths 

in our algorithm. These residues have many maps with highly robust positive polar interactions 

that, if they interact, may identify this as a favorable interaction, when, in reality, it is not. 
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are highly specific to the hydropathic nature of the residue in question, and how their 

interaction regions overlap. Therefore, we may need to incorporate some manner of post-

processing consideration for hydropathic character beneath the interacting maps. Our maps 

are highly detailed in terms of the interaction character they capture, so it is important to 

ensure that the hydropathy of interacting species is considered. 

Discussion 

 We have made significant progress in the development of a protein-protein docking 

tool, beginning with the construction of a protein interface optimization program. Our work 

in progress is designed to use the components of a dimeric protein complex, remove side 

chains from the interface residues, and determine the most favorable way to reconstruct 

them and their interactions with each other, hopefully reproducing the original crystal 

structure. Our plan is to utilize our vast hydropathic interaction map library, which 

exhaustively captures all unique interaction environments for each residue type. This data 

describes the interactions required to satiate the hydropathic character of a residue, giving 

us knowledge of how residues would prefer to interact with each other. These maps are 

information-rich and potentially useful for developing a number of different protein 

structure prediction tools in the long term. 

 Our approach to this protein-protein docking program has some strengths we wish 

to highlight, the first of which is essentially defined by our method, itself, that our maps 

simplify protein structure prediction problems down to a finite list of possible interactions 

a residue can form with its environment. Many approaches to protein structure prediction 

tools are designed to identify possible favorable interactions between residues and optimize 
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them as best as possible. With our unique method, we essentially have compiled a list of 

known manners of interaction between a residue and its environment, which are more 

detailed than simple knowledge of hydrogen bond donors interacting with acceptors. This 

could be likened to reading and knowing all possible answers to an exam prior to sitting for 

it. The problem is a matter of choosing the right combination of them, which is still easier 

than drafting them from scratch. 

 Another advantage of our approach is that our maps show, not only favorable 

interactions, but also unfavorable ones. While other approaches may focus on simply 

optimizing the most favorable interactions, such as hydrogen bonds and ionic interactions, 

our maps encode crucial information about disfavored ones in conjunction with favorable 

ones. Our hydropathic force field captured this information the same as any hydrogen bond, 

thus we believe them to be an integral part of protein structure and the way proteins fold 

and interact together. 

 Further, as described in Chapter 2, our method is capable of simulating variations in 

protonation state for ionizable residues. For residues, such as aspartic acid, glutamic acid, 

and histidine, we have calculated maps in a variety of different pH environments, which 

capture the hydropathic environments of residues in different protonation states. These 

maps, too, are incorporated into our map library. Because we effectively have twice the 

“normal” number of maps to choose from for these residues (i.e., maps calculated at high and 

low pHs), it should be noted that we have chosen first to use maps calculated at these 

residues’ pH50s (where half of all residues in our data set are protonated) to simplify map 

choice, but in the final adaptation of our program, we plan to make high pH (deprotonated) 
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and low pH (protonated) residue maps available for docking. The advantage of implementing 

this data is that varying protonation state may completely alter the favorability of a map-

map interaction based on the change from a hydrogen bond acceptor to a donor for a single 

residue. On this same subject, our system, which is still based on the HINT force field, is 

highly amenable to insertion of water molecules at key positions that would optimize certain 

unfavorable interactions into favorable ones. What we wish to emphasize here, as we have 

done elsewhere, is that our method is highly adaptable and requires a significant amount of 

experimentation to modify and optimize certain features of the program. 

 Finally, there are certain niche interactions that are encoded by our maps that may 

by important to consider for a problem, such as protein-protein docking. These particular 

interactions include π-π, π-cation, and possible formation of cystine bonds. Through the 

chapters in 3DIH we have published, where we have described the capture of these 

interactions in our maps, we have compiled this data as part of our map library to be included 

in docking solutions, which, as far as we know, is unique to our method. Though these 

interactions may be less common than traditional hydrogen bonding, they are no less 

important to consider when conducting a protein-protein docking experiment. 

 In spite of the advantages of our method, we have a number of challenges to overcome 

as we continue to optimize parts of our algorithm. Among them are the progressive 

refinement of our crossover and mutation rates, population size, and adaptive parameters. 

Our goal with this endeavor is to prevent early convergence and curb sampling of low-

quality, low-scoring solutions. This will be especially difficult because we also currently face 

extremely long run times for our program for runs using more generations and larger 
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populations, which are necessary to effectively probe the success of these features. We are 

also finding that many of output models place some residues on top of others, which we are 

currently examining as an issue with maps of our more flexible residues. We have also 

proposed conducting energy minimizations post-model construction, which we are still 

investigating. Another possible solution is to penalize sterically improbable or impossible 

map combinations, which we will have to explore later. Lastly, must resolve how certain 

polar interactions should be considered. Overlap of positive and/or negative polar maps is 

problematic because the favorability of the interaction underneath our maps is completely 

relative to the hydropathy of the interacting species, where the maps alone do not describe 

the favorability of the interaction. One possible approach is to write post-processing code to 

identify the interaction partners and whether it is a truly favorable or unfavorable 

interaction. The model we have constructed certainly does face its fair share of challenges, 

but we have solutions in mind that we are confident will progress us toward a functioning 

protein-protein docking tool. 

Conclusions 

 Protein structure prediction has made many leaps and bounds in the past decade of 

work, but researchers have work cut out for them, still. Much work has yet to be done, but 

our group has made many strides in the direction of multimeric interaction prediction in the 

form of this protein-protein interface optimization tool discussed here. Our goal has been to 

combine data-rich hydropathic interaction maps unique to our lab and apply them to a 

protein-protein docking tool, knowing these maps are encoded with information concerning 

the interactions residues will make with each other. We are confident that, in the future, we 
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can build a fully functioning program that will be freely available for use by other 

investigators. 
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Chapter 5: Conclusions 

 It has been stated numerous times in this thesis already, but it should be re-

emphasized that the advances in computational chemistry, structural biology, and molecular 

modeling have put knowledge of protein structure at the forefront of modern drug discovery. 

The studies enclosed in this thesis demonstrate that and offer a variety of perspectives into 

the utility of publicly available structural data. They also further showcase the importance 

of collecting and refining this structural data for employing it to other structural studies and 

drug discovery campaigns. Our lab’s primary focus rests on developing new protein 

structure prediction programs to provide guidance and new tools to drive new efforts in 

these areas. 

The first study presented here is an update to our ongoing ‘3D Interaction Homology’ 

project, where we attempted to study the hydropathic interaction environments of ionizable 

residues aspartic acid, glutamic acid, and histidine, determine the environments that 

contribute to stabilization of their different ionization states, and use this information to 

construct hydropathic maps to be used later in protein structure prediction tools undergoing 

development. We designed an algorithm using our in-house HINT force field to simulate the 

free energy change of altering residues’ ionization states at different pHs. Further, we 

learned a great deal about the unique roles of each residue type in protein structures and 

how we may exploit these features in protein structure prediction tools. To this end, we 

calculated “low pH” and “high pH” maps for these residues to be incorporated into tools of 

our design. Our work on this project is important, mostly because ionization state 

optimization is a largely unaddressed in modern protein structure prediction tools, including 
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(perhaps, especially) that of AlphaFold. We hope that our work promotes recognition of the 

issue we have addressed and drives efforts to improve our consideration of a crucial feature 

of protein structure modeling. 

Secondly, this thesis shares a “traditional” computational drug discovery story that 

identifies highly potent inhibitors of eIF4A1, a validated cancer target. We were interested 

in the discovery of novel inhibitors against a target with largely untapped potential for 

therapeutic value. Pharmacophoric virtual screening of a natural product inhibitor co-

crystallized with a eIF4A1:RNA complex rewarded us with an extremely potent hit with an 

IC50 of approximately 1 nM in our luciferase-based readout assay. As remarkable as this was, 

purchase of analogues of this hit identified even more potent compounds with minor 

structural variations. We attempted numerous modeling studies to determine the binding 

mode of this series of compounds, which resulted in construction of a reasonable model that 

may explain the drastic increase in activity from the initial hit to our lead compound. Further, 

our model will be the basis for design of new, hopefully more potent and drug-like 

compounds as this drug discovery campaign proceeds. This work, in particular, testifies to 

the sheer power of computational modeling resources for predicting active drug-like 

therapeutics. The fact that in silico tools can reliably provide a route to discovery of new 

medicines is remarkable. 

The final study described here explores our first attempt to employ use of our 

hydropathic environment map data in development of a protein structure prediction tool. 

This tool, still undergoing optimization, represents the first step toward a protein-protein 

docking tool that will predict how two proteins will interact together on a residue scale. This 
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precursor step is designed as a protein-protein interface optimization program that will use 

the backbone structures of two already co-crystallized proteins and determine the most 

favorable interactions for their interface residues and reproduce the original crystal 

structure. Both the genetic algorithm and scoring function at the core of this program are 

still undergoing development and optimization. We are experimenting with variations in 

crossover and mutation rates of the genetic algorithm and exploring combinations and 

scaling of hydropathic map interaction terms, but our initial attempts at modeling protein-

protein interfaces suggest that our scoring function can be correlated with RMSD from the 

original crystal structure. This project has made leaps and bounds, but still requires 

significant work and time to construct a working tool. However, the potential impact of this 

tool will further many drug discovery efforts, as disrupting protein-protein interactions is 

still being explored as a route for new therapies. It will also represent a major milestone for 

our ongoing protein structure prediction work as the first implementation of our 

hydropathic map data. 

Much work has been done and discussed to produce this thesis. It is a monument to 

the diligent work and creative thinking of many scientists to further projects that may 

eventually translate into very real medicines for patients in need. To progress this far, vast 

amounts of structural data were required, but this demonstrates the ultimate value of and 

need for accurate protein structure modeling in modern drug discovery. The future of novel 

drug discovery will be significantly impacted by our advances in computational chemistry 

and modeling, and this thesis is testament to that notion. 
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“The problem with troubleshooting is that trouble shoots back.” – Ben 

Aaronovitch 
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