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Abstract 

The structure and functions of natural systems continue to be degraded by human 

activities such as land-use change. One potential consequence that has received relatively little 

attention is a corresponding decline in human health. Altered ecosystems can present a host of 

risks to human health. Yet the consequences of environmental degradation are rarely considered 

in regional to national-scale research on human well-being. The guiding objective of this work is 

to compare an array of stream health and socioeconomic metrics with spatially congruent human 

health metrics throughout the conterminous United States, then to identify potential links 

between environmental health, socioeconomic factors and human health. Environmental health 

metrics have been obtained from the Environmental Protection Agency’s Stream-Catchment 

dataset; these data include natural and anthropogenic watershed characteristics for 2.65 million 

stream and river segments within the U.S. Human health metrics have been obtained from the 

Center for Disease Control and Prevention Wide-ranging Online Data for Epidemiologic 

Research database. Socioeconomic data were downloaded from four sources and represents key 

x



behavioral, social and economic determinants of human health outcomes. In Chapter 1, random 

forest modeling was used to identify key predictors of human health, expressed as county-level, 

age-adjusted mortality rates, then to predict county-level mortality rate as a function of these 

covariates. In Chapter 2, path analysis models of human mortality were built to explore direct 

and indirect pathways between the environment, ecosystem health and human health to reveal 

potential cause-and-effect pathways at macrosystems scales. Finally, in Chapter 3, the random 

forest and path analysis modeling techniques used in Chapters 1 and 2 were repurposed to model 

racial and regional differences in the multi-step pathways that link environmental and 

socioeconomic factors to AAMR. 
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Introduction 

Previous studies have shown that human activities, such as land use change, negatively 

impact natural environments (Vitousek et al., 2008). However, little is known about how these 

environmental disturbances may, in turn, have important consequences for human health. This is 

because the effects of environmental degradation are rarely considered in research on human 

health and well-being. When they are, studies are often focused on a specific pollutant or 

conducted at a specific site.  

For instance, significant associations have been reported between particulate matter air 

pollution and increased risk of stroke, heart disease, and lung disease (Krall et al., 2013; Ostro et 

al., 2007; Zanobetti & Schwartz, 2009). Higher rates of human mortality and morbidity have 

been attributed to permitted industrial water pollution discharge (Hendryx et al., 2012; Jian et al., 

2017; Ren et al., 2014). Additionally, trends in health disparities have been observed across 

sociodemographic conditions, such as education, race and income (Cullen et al., 2012; Davids et 

al., 2014; Jian et al., 2017).  Although, these focused based studies have improved our 

understanding of how human health may respond to environmental disturbance, their findings 

cannot always be generalized to address concerns at larger scales. This is alarming because the 

ongoing changes in the environment are expected to have widespread effects on human health. 

One way to improve our understanding of the dynamic connections between human and 

ecosystem health may be to integrate human health data in macrosystems ecology research.  

Defined as “the integrative study of biological, geophysical and social systems at regional to 

national scales (Heffernan et al., 2014). Macrosystems research combines traditional tools used 

in ecology, with new technological advances in the collection and analysis of large data, such as 
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machine learning (Dodds et al., 2021). It can provide opportunities to investigate the effects of 

environmental change and socioeconomic factors on human health and well-being (Tromboni et 

al., 2021).   

To understand how direct and indirect exposure to a collection of environmental factors 

may influence human health outcomes, I examined the impacts of environmental health and 

socioeconomic factors on human mortality rates throughout the United States. Freshwater 

ecosystems were used to highlight the complex interactions between health and the environment 

for two reasons (Dunham et al., 2018). First, humans rely on services provided by freshwater 

systems, such as drinking water and climate regulation (R. De Groot et al., 2002; Millennium 

Ecosystem Assessment, 2005; D. Thornbrugh et al., 2018). Second, data characterizing human-

induced stressors to stream health are well documented (Carlisle et al., 2011; Esselman et al., 

2011). I also recognize that socioeconomic factors often act as intermediaries of the indirect 

links between humans and the environment (Evans & Kantrowitz, 2002).   

In this dissertation research I created a macrosystems ecology framework to identify 

direct and indirect links between the environment, socioeconomic factors and human health 

within the conterminous United States (CONUS). As an indicator of human health, the study 

focused primarily on age-adjusted mortality rates (AAMR) for all counties in the CONUS 

(https://wonder.cdc.gov/). Environmental data represented a range of anthropogenic, climatic, 

geologic, hydrologic, and land cover influences on local streams and rivers (Hill et al., 2016). 

Socioeconomic data contained key behavioral, social and economic predictors of human health 

and well-being (Sanchez et al., 2014; Wheeler et al., 2019).   

Chapter 1 describes the random forest modeling process used to: (i) identify a subset of 

non-redundant environmental and socioeconomic (social and economic) covariates that are 
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strongly associated with county-level AAMR; and (ii) predict AAMR as a function of these 

covariates. Results determined that socioeconomic factors were the most influential determinates 

of human mortality in the U.S (Figure i). In particular, smoking, food insecurity, and lack of 

physical activity were most important. Furthermore, air temperature and precipitation, were most 

important among environmental variables.  

Chapter 2 applied the environmental, socioeconomic and human health data from 

Chapter 1 and an independent measure of ecosystem health within a path analysis (PA) model. In 

Chapter 2, the primary goal was not to make predictions, but to build a systems-level path 

diagram of direct and indirect effects on human and ecosystem health. PA models revealed: (i) 

geology and climate plays a foundational role in regulating many of the indirect effects on 

human and ecosystem health; (ii) hydrology and land cover have distinct effects on human and 

ecosystem health; and (iii) forest cover is a key link between the environment and the 

socioeconomic variables that directly influence human health. In Chapter 3, we used the random 

forest and path analysis modeling techniques outlined in Chapters 1 and 2 to assess differences in 

environmental and socioeconomic influences on human health outcomes among Black and 

White populations within three subregions (Northeast, Southeast, and Southern Plains) of the 

CONUS. I found differences among regions and races, including: (1) socioeconomic variables, 

smoking and lack of physical activity, consistently had the strongest influences on AAMR; (2) 

land cover variables were key determinants of education and income; (3) air temperature and 

precipitation played an key role in regulating many of the direct and indirect effect on all 

environmental, socioeconomic and human health variables.  

I encourage future studies to pursue integrative research on the diverse effects that 

socioeconomic and environmental influences have on human health. By combining large, mixed 
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datasets with modern machine learning tools, the research community can begin to anticipate 

human responses to changing conditions and, hopefully, take proactive steps to mitigate the most 

damaging outcomes. 

Figure i.  Modeling age-adjusted mortality rate as a function of socioeconomic and environmental 

predictors. A map of mortality rate in U.S. counties is shown at center and seven classes of 

predictor variables are shown as concentric rings, with the strongest predictors closest to the center. 
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Chapter 1 Prelude 

Anthropogenic disturbances to natural ecosystems can also impact human health. However, 

systematic research on the links between human and environmental health is at relatively early 

stage. In Chapter 1, a large dataset of environmental and socioeconomic variables is assembled. 

Random forest modeling is then used to predict human mortality rate as a function of these 

variables and to determine which of the environmental and socioeconomic influences may have 

the strongest influences on mortality rate. The random forest model identifies smoking, food 

insecurity, and lack of physical activity as the most influential socioeconomic predictors of 

mortality rate. However, environmental variables, particularly air temperature and precipitation, 

were also found to be important predictors of human health. This research was published in 2023, 

in the journal People and Nature (Walls, F., and D. McGarvey. 2023. Building a macrosystems 

ecology framework to identify links between environmental and human health: A random forest 

modelling approach. People and Nature, 5:183-197. DOI: 10.1002/pan3.10427). 
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Abstract
1. Anthropogenic activities that degrade natural ecosystems may also impact

human health. However, research on the links between human and environmen-
tal health has most often been conducted at small scales (e.g. individual cities)
and cannot easily be extrapolated to larger scales.

2. We created a macrosystems ecology framework to identify associations be-
tween human and environmental health by combining human mortality and so-
cioeconomic data for the conterminous United States with spatially aligned data
on the physicochemical characteristics of river basins.

3. Principal component analysis was first used to reduce a list of 596 environmen-
tal variables to a subset of 64 environmental covariates, representing six main
environmental themes (climate, geology, hydrology, land use, river basin mor-
phology and pollution). Independent, spatially aligned information was then ob-
tained for 12 socioeconomic covariates.

4. Random forest modelling was used to predict age-adjusted mortality rate as
a function of the environmental and socioeconomic covariates. An independ-
ent data subset (random 75:25 model building vs. testing split) was also used
for model validation. The coefficient of determination between predicted and
observed mortality rates was 0.76 for the validation data. Furthermore, model
residuals (predicted − observed mortality) were centered near zero and normally
distributed (1 SD = 62.26), suggesting high model accuracy and precision.

5. Socioeconomic covariates were consistently the most influential predictors of
mortality rate. Smoking, food insecurity, and lack of physical activity were par-
ticularly important. However, environmental covariates accounted for 5 of the
10 strongest predictors overall, with air temperature and precipitation being
most influential among environmental variables.

6. This proof-of-concept study demonstrates the utility of a modelling framework
that combines environmental and human health data at macroscales. We suggest 

p. 9

www.wileyonlinelibrary.com/journal/pan3
mailto:﻿￼
https://orcid.org/0000-0001-6000-4853
http://creativecommons.org/licenses/by/4.0/
mailto:wallsfn@vcu.edu


184  |   People and Nature WALLS and MCGARVEY

1  |  INTRODUC TION

Human activities have dramatically impacted natural ecosystems 
across the globe (Vitousek et al.,  1997). These ecosystem distur-
bances may, in turn, have important consequences for human health. 
For instance, significant associations between particulate matter air 
pollution and increased risk of stroke, heart disease and lung dis-
ease have been documented (Krall et al., 2013; Ostro et al., 2007; 
Zanobetti & Schwartz,  2009). Similarly, permitted industrial water 
pollution has been linked to higher rates of human mortality and 
morbidity (Hendryx et al., 2012; Jian et al., 2017; Ren et al., 2014). 
These types of direct, context-specific epidemiological connections 
are critical for understanding how human health may respond to en-
vironmental disturbance.

However, insights gained through research on direct or second-
ary exposure to discrete pollutants such as airborne particulates 
or industrial wastewater cannot always be generalized to address 
health concerns at larger scales. This is concerning because grad-
ual changes in the environment may also have widespread effects 
on human health. Increasing numbers of hospital admissions due 
to cardiovascular or respiratory complications are a case in point: 
they may be aggravated, but not directly caused by increasing air 
temperatures (Guirguis et al., 2014; Knowlton et al., 2009; Meehl & 
Tebaldi, 2004).

One strategy to quantify and explain dynamic connections be-
tween human and ecosystem health may be to integrate human 
health data in macrosystems ecology research. Defined as ‘the 
study of diverse ecological phenomena at the scale of regions to 
continents and their interactions with phenomena at other scales’ 
(Heffernan et al., 2014), macrosystems ecology can provide a nexus 
to integrate large-scale data on ecosystem structure and function 
with data on human behaviour and well-being. Indeed, several au-
thors have recently advocated for the inclusion of social factors, 
such as human health, in macroscale research (Burnside et al., 2012; 
Fleishman & Brown, 2019; Leitão et al., 2019).

Freshwater ecosystems provide an ideal context for studying 
macrosystems connections between human health and the en-
vironment for at least two reasons (Corley et al.,  2018; Dunham 
et al.,  2018). First, freshwater ecosystems provide humans with 
many ecosystem services. These include resource provisioning 
services (e.g. food and drinking water), regulating services (e.g. cli-
mate regulations and flood mitigation), supporting services (e.g. 
riparian wildlife habitat), and cultural services (e.g. recreation 
and aesthetics) (De Groot et al.,  2002; MEA,  2005; Thornbrugh 

et al.,  2018). However, human activities are rapidly degrading the 
integrity of freshwater ecosystems in the United States (Thornbrugh 
et al., 2018). Due largely to the prevalence of industrial agriculture 
(e.g. crop production, animal feeding operations), greenhouse gas 
emissions (e.g. transportation, electricity production) and hydrologic 
modifications (e.g. dams, channelization), 46% of all streams and riv-
ers within the United States are estimated to be in ‘poor’ biological 
condition (United States Environmental Protection Agency, 2017).

One potent example of the negative impact that industrial ac-
tivities may have on freshwater ecosystems, and by extension, 
human health is coal mining in the Appalachian region of the United 
States. Valley-fill disposal of mountaintop mining waste buries and 
eliminates headwater streams that play a critical role in ecological 
processes such as nutrient cycling, stream biodiversity and water 
quality (Allan, 2004; Meyer et al., 2007; Palmer et al., 2010). Loss 
of these ecological functions may then exacerbate human health 
concerns in Appalachian coal mining communities, where rates of 
heart disease, kidney disease and mortality are among the highest 
in the nation (Hendryx, 2009; Hendryx & Ahern, 2009). Widespread 
degradation of Appalachian streams and landscapes is also linked to 
depression in local communities that have deep cultural ties to the 
mountains (Hendryx & Innes-Wimsatt, 2013).

Industrial agriculture is another example of a macrosystems link 
between human activity, freshwater systems, and human health 
(Corley et al., 2018). Agricultural runoff delivers significant quantities 
of nutrients, pesticides, sediment, and bacteria to US streams and 
rivers. Widespread pollutants are, in turn, associated with impaired 
freshwater communities (Pimentel et al., 1997; Roth et al., 1996) as 
well as elevated cancer risk in humans (Horrigan et al., 2002). These 
types of pervasive freshwater disturbances create a logical prec-
edent to search for statistical correlations between indicators of 
human and freshwater ecosystem health.

A second reason to focus on freshwater ecosystems is the large 
research investment that has already been made to document and un-
derstand the health of these systems at regional or macro-scales. For 
instance, Carlisle et al. (2011) developed RF models to quantify stream-
flow alteration and its potential ecological impacts at 2888 monitoring 
sites throughout the conterminous United States. They found that an-
thropogenic stream alterations were a major threat to the structure and 
function of stream and river ecosystems, particularly in arid climates 
where exceptionally high rates of water consumption are driven by ag-
ricultural irrigation (Carlisle et al., 2011; Poff & Zimmerman, 2010; Resh 
et al., 1988). Alternatively, Esselman et al.  (2011) used a partial con-
strained ordination to develop an index of cumulative anthropogenic 

that further application of macrosystems ecology tools will improve the capacity 
to anticipate human health responses to ongoing environmental change.

K E Y W O R D S
age-adjusted mortality rate, air temperature, centers for disease control WONDER database, 
environmental effects, precipitation, principal component analysis, socioeconomic effects, 
stream catchment database
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disturbance to fish habitats while leveraging biological integrity data 
for approximately 2.23 million river reaches in the US. Their work 
generated a gradient of disturbance effects on fish habitat, beginning 
with urban development (most severe effect) and progressing through 
point-source pollution, pasture lands and dams (least severe effects) 
(Esselman et al., 2011; Roth et al., 1996).

This study builds a macrosystems framework to study connec-
tions between the health of freshwater ecosystems and human pop-
ulations within the United States. As an indicator of human health, 
the study focuses on human mortality rate. Average life expectancy 
in the United States increased through much of the 20th century but 
stagnated in 2010, then entered a declining phase by 2014 (Woolf 
et al.,  2018; Woolf & Aron,  2018). Now, despite $3 trillion in an-
nual health care expenditures, Americans are living shorter, less 
healthy lives (Muennig & Glied,  2010; The US Burden of Disease 
Collaborators,  2018). This recent inversion in the life expectancy 
trend underscores the need to identify environmental factors that 
covary with mortality rate over similar time periods.

Our primary objective is to model mortality rate as a function 
of the physicochemical characteristics of rivers and their surround-
ing basins. In essence, we address the question: ‘can a large suite of 
environmental variables predict human mortality with a meaningful 
level of accuracy and precision’? However, we recognize that socio-
economic factors often act as intermediaries between the environ-
ment and human health (Evans & Kantrowitz, 2002). For instance, 
increased access to greenspace can positively influence physical and 
mental health, but greenspace is itself a function of forest cover and 
urban development (Engemann et al.,  2019; Frumkin et al.,  2017). 
We, therefore, use a list of socioeconomic variables, each of which 
is known to impact human health, in combination with the environ-
mental variables. We then compare a human mortality model that 
includes environmental, as well as socioeconomic predictors with a 
model that includes only environmental predictors. By doing so, we 
provide new insight to the complex interrelationships that link envi-
ronmental and social factors to human health.

Specific study goals are to (1) combine national-scale data on 
the environmental characteristics of freshwater ecosystems with 
national-scale data on socioeconomic conditions and human mor-
tality; (2) select a relatively small subset of environmental variables 
from a much larger database, seeking to minimize collinearity while 
retaining seven major themes of information (climate, geology, hy-
drology, land use, river basin morphology, pollution and socioeco-
nomic) and (3) use a RF algorithm to model human mortality as a 
function of environmental and socioeconomic variables.

2  |  MATERIAL S AND METHODS

2.1  |  Data collection and management

Mortality data were obtained from the Underlying Cause of Death: 
Detailed Mortality database, accessible through the US Centers 
for Disease Control and Prevention, Wide-ranging Online Data for 

Epidemiologic Research website (https://wonder.cdc.gov/; down-
loaded February 2020). We focused exclusively on age-adjusted 
mortality rates (AAMRs) for all counties in the United States, be-
tween 1999 and 2017. This time interval brackets the inverted life ex-
pectancy trend noted in the Introduction (Woolf et al., 2018; Woolf 
& Aron, 2018). AAMR is the weighted average of age-specific death 
rates within a given county. Weighting by age accounts for the une-
ven age distribution among counties. In counties with fewer than 10 
annual mortality events, the Centers for Disease Control withholds 
AAMR data to ensure confidentiality. Our analyses were, therefore, 
limited to counties with ≥10 annual deaths (Jian et al., 2017).

Environmental data were obtained from two online sources. 
First, the 1:100,000 scale National Hydrography Dataset Plus 
(NHD), Version 2 digital stream network (Mckay et al., 2012; down-
loaded January 2020) was used to build a spatial model of all stream 
and river segments within the United States. NHD attribute tables 
included six physical variables (e.g. stream order and channel slope) 
that were used as potential environmental covariates in AAMR 
models. Second, environmental variables were queried from the US 
Environmental Protection Agency Stream-Catchment (StreamCat) 
database (Hill et al.,  2016; downloaded January 2020). StreamCat 
is a large compilation of anthropogenic, geologic, land use, and cli-
matic variables that were ‘mapped’ to the NHD at two distinct spa-
tial scales. The watershed scale is a regional representation of the 
entire, cumulative landscape that lies upstream of a given stream/
river segment (Figure 1a). The catchment scale is a local representa-
tion of the landscape immediately adjacent to a given stream/river 
segment.

Watershed and catchment scale variables were both included 
as potential predictors of AAMR to obtain a holistic view of the ef-
fects that natural and anthropogenic features may have on fresh-
water ecosystems and human health (Allan, 2004; Hill et al., 2017; 
Thornbrugh et al., 2018). This was prudent because the drivers of 
ecosystem and human health are dynamic and can operate across 
a range of spatial scales (Allan, 2004; Flotemersch et al., 2016; Hill 
et al., 2016; Roth et al., 1996; Tsang et al., 2014). For example, Lewis 
et al.  (2019) showed the negative effects of faecal-derived micro-
bial pollutants within the Olema Creek Watershed in California are 
cumulative and most effectively predicted at the watershed scale. 
Conversely, Bale et al. (2017) found that water pollutant loads from 
low-density residential neighbourhoods in California vary from site-
to-site and that catchment scale estimates are more useful.

StreamCat variables were downloaded from the master 
StreamCat database (Hill et al., 2016) for all digital stream and river 
segments within the United States, using a custom script (provided 
in Supporting Information) written in the R programming language 
(R Development Core Team 4.3.0, 2022). StreamCat data were then 
joined to the NHD data using unique ‘COMID’ index codes for every 
stream/river segment in the NHD database. In total, 109 unique pre-
dictor variables were queried for each NHD stream/river segment. 
All variables are defined in Mckay et al. (2012) and Hill et al. (2016).

Next, the NHD river network data were superimposed on a 
shapefile of US counties, within a geographic information system. 
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Spatial queries of all stream and river segments within a given county 
(multiple NHD segments occurred within each county; see Figure 1b) 
were performed with ArcGIS 10.5 software (Environmental Systems 
Research Institute, Redlands, California). Three county-level sum-
mary statistics (minimum, median, and maximum) were then calcu-
lated with a custom R script (see Supporting Information) for each 
of the environmental variables. This process generated 596 predic-
tor variables for each county (3 summary statistics for each NHD 
variable; 3 summary statistics × 2 spatial scales for each StreamCat 
variable). All environmental data were matched to their respective 
counties using Federal Information Processing Standard county 
codes.

Twelve socioeconomic variables were also selected, based upon 
prior human health research, and downloaded (December 2021) 
for each county. Prevalence of adult smoking, physical inactivity, 
food insecurity, violent crime and severe housing shortages, as well 
as the degree of rurality (Little,  1999) and social association rate, 

were obtained from the University of Wisconsin Population Health 
Institute, County Health Rankings and Roadmaps project (www.
count​yheal​thran​kings.org). Each of these is known to have a direct or 
secondary effect on human health and mortality rates (Luken, 2022; 
Paffenbarger et al., 1993; Sun et al., 2020; Wang & Preston, 2009; 
Wilkinson et al.,  1998; Yang et al.,  2011). Prevalence of a college 
(bachelor's) degree, access to health insurance and renter occu-
pied housing were obtained from the US Census Bureau, American 
Community Survey (www.census.gov/progr​ams-surve​ys/acs). We 
used the most recent 5-year estimates (2013–2017). These variables 
are regularly used in epidemiological research and are highly relevant 
to disadvantaged populations (Sampson, 1997; Sanchez et al., 2014; 
Wheeler et al., 2019). The leaf area index (LAI), or surface area of 
green vegetation relative to total surface area (2011–2015 remote 
sensing data), was obtained from Russette et al. (2021) and used as a 
surrogate for local greenspace, which tends to promote physical ac-
tivity and psychological well-being (Engemann et al., 2019; Frumkin 
et al.,  2017). Finally, the overall rate of participation in organized 
religion, defined as the number of individuals (per 1000 county res-
idents) of any denomination or faith who regularly congregate for 
worship at a church or other community center, was obtained from 
Grammich et al. (2012). Similar to greenspace, religious activity may 
be positively correlated with human health (Sissamis et al., 2022).

As a final data preparation step, imputation was used to re-
place missing values within the combined set of predictor variables. 
Among all county × variable entries, approximately 0.2% were miss-
ing values. Imputed estimates were generated with the missForest 
package in r (Stekhoven & Bühlmann, 2012). Briefly, missForest im-
putes missing values for a focal variable using all remaining variables 
within a dataset as predictors in a RF model (see Section 2.2.2 below 
for additional information on RF modelling). The process is repeated 
independently for each variable (i.e. each variable with missing val-
ues is iteratively treated as the focal variable) until no missing values 
remain in the dataset. Default settings were used with the missFor-
est function. All data and complete R code to repeat our process is 
provided in Supporting Information.

2.2  |  Modelling age-adjusted mortality rate

A 2-stage process was used to (i) reduce complexity and collinear-
ity within the large set of environmental variables, then (ii) model 
AAMR (see Figure  2). First, principal component analysis (PCA) 
was used to identify a subset of environmental variables that rep-
resented much of the information encoded in the complete set of 
596 environmental variables, while minimizing collinearity. This was 
necessary because a preliminary examination of the environmental 
data revealed significant collinearity (|r| ≥ 0.7) among many of the 
environmental variables. PCA was not performed for the relatively 
small set of 12 socioeconomic variables, as significant collinearity 
was not observed among them.

Second, random forest (RF) modelling was used to predict AAMR 
throughout the United States. RF is a machine learning algorithm 

F I G U R E  1  Spatial dimensions of the digital stream network data. 
Panel (a) illustrates the spatial extents of the StreamCat ‘watershed’ 
and ‘catchment’ scales, relative to a discrete stream segment 
(indicated by the heavy black line at lower right). Panel (b) illustrates 
the spatial querying of digital stream and river segments within a 
given county. In this example, all stream segments that intersect 
the focal county (grey polygon) were selected in the spatial query 
(heavy black lines) and included in county-level summary statistics 
for the focal county.

p. 12

http://www.countyhealthrankings.org
http://www.countyhealthrankings.org
http://www.census.gov/programs-surveys/acs


   |  187People and NatureWALLS and MCGARVEY

that builds a ‘forest’ of decision trees, each of which independently 
predicts a categorical or continuous output. An aggregate, forest-
level prediction is then calculated as the average of all individual tree 
predictions. This ensemble approach makes RF robust to outliers, 
minimizes overfitting, and generally improves the accuracy of model 
predictions (Breiman, 2001b; Cutler et al., 2007; Fox et al., 2017). 
The combined PCA and RF modelling process is detailed below.

2.2.1  |  Principal component analysis

To reduce the number of environmental variables subsequently used 
in RF models, we adapted the data reduction process of Olden and 
Poff (2003). Specifically, we identified PCs within the n-dimensional 

environmental data and used the PC loadings to select individual 
variables that were effective surrogates for the PCs. We began by 
partitioning the 596 environmental variables among six themes: cli-
mate (n = 24), geology/lithology (n = 218), hydrology (n = 42), land 
use (n = 230), river basin morphology (n = 32) and pollution (n = 50). 
A separate PCA was then performed for each of the six themes, 
using the ‘prcomp’ function in R.

For each of the six environmental themes, we used a PC scree 
plot (percent variance explained by each variable, in rank order) to 
select the most informative PCs. The number of select PCs was de-
termined by visually identifying the start of asymptotic behaviour in 
the scree plot; PCs to the left of the asymptote were retained. Next, 
PC loading scores were used to identify environmental variables that 
were most strongly associated with each of the retained PCs. These 

F I G U R E  2  Workflow diagram of the 
two-stage process used to select a subset 
of covariates and build the random forest 
model of age-adjusted mortality rate.
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variables were included in the final RF dataset. At each step, Pearson 
correlation values were used to ensure that significantly collinear 
variables were not selected. Several additional variables that were 
predicted to have a direct or indirect effect on AAMR but were 
not collinear with previously selected variables, were then manu-
ally selected from each theme. Finally, the selected variables from 
each theme were combined and used to build a master correlation 
matrix, ensuring that none of the retained variables exhibited sig-
nificant collinearity. This process resulted in a final list of 76 covari-
ates (64 environmental + 12 socioeconomic; see Table S1). R code to 
repeat the PC analyses and extract the PC loadings is provided in 
Supporting Information.

2.2.2  |  Random forest modelling

An RF model of AAMR was built with the refined list of 76 covari-
ates. Prior to modelling, we used a random 75:25 data split to create 
independent model building (75% of the data) and model validation 
(25% of the data) datasets. Noting that RF model performance in-
creases without penalty as the number of trees in a forest increases 
(Oshiro et al., 2012), we included an arbitrarily large number of trees, 
ntree = 1000, in the RF model. The number of covariates tested at 
each tree node was set as mtry = 26, consistent with the standard 
regression tree setting, mtry ≈ p/3 (Liaw & Wiener, 2002; Wheeler 
et al., 2015). Modelling was performed with the ‘randomForest’ pack-
age in r (Liaw & Wiener, 2002).

Model performance was assessed by comparing the model 
predicted AAMR value with the observed AAMR for each of the 
randomly selected validation counties (n = 762). A strong linear re-
lationship between predicted and observed AAMR was interpreted 
as evidence of an effective model. We also examined the out-of-bag 
results from the RF model building process. As each tree within an 
RF is grown, the RF algorithm uses a bootstrap (i.e. sampling with 
replacement) procedure to select a random subset of the available 
data for model fitting. This minimizes the risk of overfitting and 
provides an independent subset of data—the out-of-bag replicates 
that were not included in the bootstrap sample—that can be used 
for model validation (Breiman, 2001a). Model-predicted AAMR val-
ues were compared with the observed AAMR values for each of the 
out-of-bag samples. We also recorded the percent increase in mean 
squared error (%IncMSE) statistic for each of the 76 covariates, then 
used the %IncMSE values to identify covariates that had the stron-
gest influences on predicted AAMR.

Finally, we removed the 12 socioeconomic variables from the 
complete list of 76 covariates and repeated the RF modelling pro-
cess, using only the 64 environmental variables (ntree  =  1000, 
mtry = 22). By comparing RF models with and without the socioeco-
nomic variables, we sought to distinguish environmental variables 
that may be conflated with one or more of the socioeconomic vari-
ables from environmental variables that may represent independent 
influences on AAMR. R code to repeat all RF procedures is provided 
in Supporting Information.

3  |  RESULTS

Across the United States, AAMR was normally distributed with a 
mean value of 769.7 annual deaths per 100,000 county residents 
(Figure  3a). Spatial clustering of AAMR was evident, with highest 
rates concentrated in the Southeast and parts of the Ohio River 
Basin, as noted by Yang et al.  (2011). Lowest rates were generally 
distributed throughout the Upper Midwest and Interior West.

Model prediction residuals (predicted − observed AAMR) for the 
validation data, when using all 76 covariates (environmental + socio-
economic) were normally distributed and centered near zero (mean 
residual  =  3.7; see Figure  3b). Spread of the prediction residuals 
(1 SD = 62.3) was also modest in comparison to the spread of ob-
served AAMR values for the US (1 SD = 121.9), indicating that model 
accuracy and precision were relatively high. Spatial clustering was 
also mitigated by the RF modelling process. A map of model valida-
tion residuals revealed no conspicuous spatial clustering (Figure 3b) 
and residual scatterplots did not reveal strong associations with lat-
itude or longitude (Figure 3c). Moreover, coefficients of determina-
tion (observed vs. predicted AAMR) for the out-of-bag results (mean 
r2 = 0.748 among 1000 RF trees) were nearly identical to the r2 value 
(0.755) for independent validation data, suggesting the validation re-
sults were robust to the random 75:25 data split. A scatterplot of 
observed versus predicted AAMR values did, however, reveal bias 
in the model predictions. The RF model tended to underestimate 
AAMR in counties with the highest observed AMMR values and to 
overestimate AMMR in counties with the lowest values (Figure 3c).

Ranked %IncMSE values showed that smoking, food insecurity 
and lack of physical activity were the three strongest predictors 
of AAMR (Figure 4). Air temperature, annual precipitation and the 
percent of individuals with a college degree were also important. 
Effects of the remaining covariates decreased rapidly; for most co-
variates, the %IncMSE value was at least one order of magnitude 

F I G U R E  3  Summary plots of observed and model-predicted age-adjusted mortality rate (AAMR). Panel (a) demonstrates spatial (map) 
and statistical (histogram) distributions of AMMR values (county-level averages between 1999 and 2017). Panel (b) illustrates the spatial and 
statistical distribution of model residuals (predicted AAMR − observed AAMR) for the random forest model. Counties highlighted in panel (b) 
(n = 762) were randomly selected for model validation (75:25 model building vs. validation data split) and are colour coded to reflect model 
prediction residuals; counties that were not selected for model validation are shown in yellow. Panel (c) includes scatterplots of the model 
residuals versus latitude and longitude (geographic center of each of the randomly selected validation counties), and of the observed versus 
predicted AAMR values. The 1:1 line illustrates perfect agreement between observed and predicted values, while the dashed line illustrates 
the actual relationship (least squares regression) between observed and predicted AAMR.
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smaller than the top six %IncMSE values (Table S1). Of the seven 
predictor themes, socioeconomic variables were clearly the best 
predictors of AAMR, followed by climate variables. Hydrology, ge-
ology, river morphology, land use and pollution variables were less 
important, although each variable theme was represented by at least 
one covariate in the top 20 ranked predictors (Figure 4).

Notably, model performance remained high when the 12 socio-
economic covariates were excluded and the RF model was re-run 
with only the 64 environmental covariates. Residuals for the inde-
pendent validation data (predicted − observed AAMR) remained 
normally distributed and centered near zero (mean  =  −1.871; 
Figure 5a), although a moderate increase in the spread of the resid-
uals (1 SD = 78.541) was observed and r2 decreased to 0.585. Thus, 

removing the socioeconomic variables lowered model precision, but 
did not have a strong effect on model accuracy. Ranked %IncMSE val-
ues also revealed consistency in the relative importance of specific 
environmental variables when comparing models with and without 
socioeconomic variables. For example, each of the 10 environmental 
variables (air temperature, precipitation, runoff, nitrogen deposition, 
elevation, baseflow index, population density, organic matter, soil 
permeability and soil clay content) that was ranked among the top 
20 predictors when using the complete list of 76 covariates (environ-
mental + socioeconomic covariates; see Figure 4) was also ranked in 
the top 20 when using the reduced covariate list (Figure 5b).

4  |  DISCUSSION

Our study was motivated by the question: can a suite of environ-
mental covariates that represent the physicochemical properties of 
streams and rivers throughout the United States (Hill et al., 2016), in 
combination with a shorter list of socioeconomic variables, predict 
human mortality with a meaningful level of accuracy and precision? 
In the following discussion, we first seek to answer this question by 
comparing our RF results with modelling results from other national-
scale studies of human health. Next, we reflect on the roles individ-
ual model covariates may play in regulating human health. Finally, we 
conclude by calling for additional efforts to integrate environmental 
information in human health research.

4.1  |  A model performance baseline

Direct comparisons with other model-based studies of human 
mortality are challenging, due to differences in methods and data, 
spatial scale and reported summary statistics. However, we believe 
three previous studies can provide a useful baseline to gauge the 
effectiveness of our RF model. In a national study of social capital 
and its influence on human mortality in the United States, Yang 
et al. (2011) used a combination of ordinary least squares and spatial 
autoregressive methods to model county-level AAMR as a function 
of socioeconomic status, local population size and proximity to a 
major metropolitan area. Their models accounted for 49%–65% of 
the county-level variance in AAMR and showed that social cohesion 
(i.e. interpersonal connections maintained through regular social 
activity) is essential for understanding mortality differences among 
urban and rural counties. Eichstaedt et al. (2015) also used ordinary 
least squares regression to model AAMR resulting directly from ath-
erosclerotic heart disease. Predictors included a suite of traditional 
socioeconomic variables (e.g. income, education, smoking) as well 
as novel indicators of social media activity. Their county-level mod-
els accounted for 13%–18% of the variance in AAMR and showed 
that regular exposure to negative language on social media may 
significantly increase the risk of fatal heart disease. Finally, Dwyer-
Lindgren et al. (2017) used a large sample of county-level data on so-
cioeconomic and demographic status (e.g. median household income 

F I G U R E  4  Barplot of variable importance values for the top 
20 predictors of age-adjusted mortality rate (AAMR). Variable 
importance is measured as the percent increase in mean squared 
error when a given variable is removed from the random forest 
model. Variable themes are shown in parentheses: C, climate; G, 
geology; H, hydrology; L, land use; M, morphology; P, pollution; 
S, socioeconomic. Complete variable importance results for all 76 
covariates are provided in Table S1.
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and proportions of black and Hispanic residents), behavioural and 
metabolic risk factors, (e.g. prevalence of smoking and diabetes), and 
health care access (e.g. percent of residents insured and the number 
of physicians per capita) to predict life expectancy at birth. Their 
ordinary least squares regression models accounted for 27%–74% of 
the variance in life expectancy.

Our model performed as well or better than models from the 
three baseline studies. When all 76 covariates were included, the 
RF model accounted for 76% of the variance in observed AAMR, 
with prediction residuals that were normally distributed and cen-
tered near zero (Figure 3b). When the 12 socioeconomic variables 
were removed, the explained variance in AAMR decreased to 59% 
and model precision was reduced, but accuracy remained high (pre-
diction residuals centered near zero; Figure 5a). We, therefore, con-
clude the RF model, which combines socioeconomic information 
with a suite of environmental variables, is an important advance in 
national-scale, human health modelling; each of the three baseline 
studies was limited to socioeconomic predictors of human health.

Further improvement in the accuracy and precision of our model 
may also be possible with additional tuning of the RF algorithm. We 
observed a consistent bias in the model predictions, where AMMR 
in counties with the highest observed values were underestimated 
(brown points in Figure 3c) and AAMR in counties with the lowest ob-
served values were overestimated (blue-green points in Figure 3c). 
This particular bias is often observed in RF models (Breiman, 1996; 
Zhang & Lu, 2012) and can potentially be corrected with iterative 
bagging (Breiman, 2001b) or residual rotation (Song, 2015). We did 
not use these tuning methods because our goal was to demonstrate 

a macrosystems ecology proof-of-concept, linking the environmen-
tal characteristics of freshwater systems with human health. In this 
initial study, we were not concerned with maximizing model predic-
tion accuracy per se. Nevertheless, these tuning methods could be 
used in future applications to increase r2 among observed and pre-
dicted AAMR, further underscoring the predictive potential of our 
macrosystems framework.

4.2  |  Individual influences of socioeconomic and 
environmental variables on human health

Using %IncMSE values to rank model covariates in order of influ-
ence, we found that many of the best individual predictors of AAMR 
were socioeconomic variables (Figure 4), an outcome broadly con-
sistent with traditional epidemiological research (Dwyer-Lindgren 
et al., 2017). For instance, direct effects on human health are well-
documented for the three strongest predictors of AAMR in our 
model: smoking (Burns, 2003; Doll et al., 2004; Lakier, 1992), food 
insecurity (Gundersen et al.,  2018; Sun et al.,  2020), and physical 
activity (Paffenbarger et al., 1993; Pate et al., 1995). Alternatively, 
the remaining socioeconomic variables are likely to reflect indi-
rect or mixed effects on human health, ranging from simple, in-
tuitive connections to complex, multi-step pathways (see Evans & 
Kantrowitz, 2002).

One example of a simple, indirect effect is the connection be-
tween college education and AAMR (Figure 4). We hypothesize this is 
a two-step link that reflects the positive relationship between college 

F I G U R E  5  Summary of random forest modelling results when the 12 socioeconomic covariates were excluded, leaving the 64 
environmental covariates. Panel (a) shows the distribution of model prediction residuals (predicted − observed AAMR) for independent 
validation data (75:25 model building vs. validation data split). Panel (b) shows variable importance values for the top 20 predictors of 
AAMR, measured as the percent increase in mean-squared error. Superscript stars (*) indicate variables that were also ranked among the top 
20 covariates in the complete (with socioeconomic covariates) model. Variable themes are shown in parentheses: C, climate; G, geology; H, 
hydrology; L, land use; M, morphology; P, pollution.

p. 17



192  |   People and Nature WALLS and MCGARVEY

education and income (Pencavel, 1991; Perna, 2003), followed by the 
association that income shares with direct health influences, such as 
smoking (Casetta et al., 2017; Evans & Kantrowitz, 2002). Similarly, 
the prevalence of renter occupied housing is a strong predictor of 
local income and several forms of social capital that may influence 
human health (e.g. educational quality and access to greenspace; 
Rohe et al., 2002).

A more complex example is the association between LAI, our 
surrogate measure of greenspace, and AAMR (Figure  4). Regular 
exposure to greenspace may confer numerous health benefits, in-
cluding enhanced eyesight, improved immune function and lower 
blood pressure (Frumkin et al.,  2017). Mechanisms that underlie 
these benefits are an active area of research and are likely to include 
a mix of ecological and psychological factors. For instance, human 
immune function may benefit from exposure to novel microbes and 
antigens that are encountered in greenspaces (the ‘hygiene’ hypoth-
esis; Rook, 2013), while natural killer cell activity may be enhanced 
by high concentrations of airborne phytoncides in forested habitats 
(Li et al., 2008). Alternatively, if greenspace is generally an indicator 
of intact, healthy landscapes, it may promote mental health by miti-
gating solastalgia – the distress caused by degradation of culturally 
important environments and natural resources (Galway et al., 2019).

But regardless of the mechanisms, these health benefits will only 
be realized when residents regularly visit greenspaces to exercise 
and build social capital (Hunter et al., 2015).

LAI is particularly interesting because it also demonstrates the 
fundamental role the environment can play in regulating socioeco-
nomic conditions and, by extension, human health. We classified LAI 
as a socioeconomic variable because it was used as a direct measure 
of greenspace (Russette et al., 2021) and greenspace is an inherently 
socioeconomic concept. The principal determinant of the LAI is, 
however, the environment. By definition, LAI values will be highest 
in contiguous patches of broadleaf forest (Fang et al., 2019). Human 
activities such as agriculture and urban development may alter the 
LAI at a given location, but their influence is secondary to the pri-
mary effect of natural vegetation and landcover type.

Another strong environmental influence on human health is run-
off. After air temperature and precipitation (discussed separately 
below), runoff was the most important environmental predictor in 
the RF model (Figure  4). This is intuitive because runoff is widely 
recognized as a key source of pollution. Runoff from roads and park-
ing lots, agricultural fields, construction sites, and industrial sources 
can magnify instream concentrations of organic chemicals, inorganic 
metals, nutrients, and bacteria (Cole et al., 1984; Müller et al., 2020; 
Willis & McDowell, 1982). Exposure to these pollutants may then re-
sult in a variety of ailments, ranging from skin rashes to sinus infec-
tions and gastrointestinal illness (Gaffield et al., 2003; Prüss, 1998; 
Turbow et al., 2008). Gastrointestinal morbidity is a key health con-
cern, as it results in substantial medical expenses and elevated mor-
tality rates (Chan et al., 2019; Peery et al., 2012).

Finally, we hypothesize that several of the remaining environ-
mental variables from the list of ranked covariates (Figure  4) are 
linked to groundwater. The baseflow index is a direct measure of 

groundwater contribution to local streamflow (Hall, 1968), while soil 
organic matter, soil permeability and soil clay content are key de-
terminants of groundwater infiltration, movement, and accessibility 
(O'Geen, 2013). Groundwater may, in turn, be contaminated by ex-
cess nutrients (Abdelwaheb et al., 2019; Buss et al., 2004; Schroth 
& Sinclair, 2003), pesticides (Arias-Estévez et al., 2008), and bacte-
ria (Crane & Moore, 1984) resulting in significant illness when used 
as a drinking water source (Craun, 1985; Macler & Merkle, 2000). 
Groundwater irrigation is also a critically limiting resource in many 
agricultural settings (Siebert et al., 2010). Thus, environmental fac-
tors that regulate groundwater availability can have strong influ-
ences on the locations of agricultural versus urban communities, 
which themselves exhibit differing mortality rates (James, 2014).

Additional work will be needed to complete and confirm our 
interpretations of the individual environmental covariates. For 
instance, nitrogen deposition, which was the eighth most influen-
tial covariate in the RF model (Figure 4) and has known effects on 
human health (de Vries,  2021; Wolfe & Patz,  2002), may warrant 
closer inspection. For the moment we submit that the top-ranked 
environmental covariates reflect logical, material effects on AAMR 
and these influences are distinct from the 12 socioeconomic vari-
ables. Our collinearity screening process ensured the environmental 
variables were not spuriously correlated with each other or the so-
cioeconomic variables. Furthermore, each of the top-ranked envi-
ronmental variables from the complete model remained in the list 
of 20 top-ranked covariates when socioeconomic variables were re-
moved (Figure 5b). This continuity suggests the top-ranked environ-
mental variables were independent of the socioeconomic variables.

4.3  |  Integrating environmental information in 
human health research

Although the individual-level effects of socioeconomic covariates 
on AAMR were generally strongest, it would be imprudent to dis-
count the importance of environmental influences. Environmental 
covariates were effective in predicting AAMR when socioeconomic 
information was excluded (Figure 5) and continued to provide use-
ful, independent information when socioeconomic variables were 
included (Figures 3 and 4). This reinforces the growing recognition 
that human health cannot be fully understood and maintained in the 
absence of environmental information (MEA, 2005).

The foundational importance of the environment is exemplified 
by air temperature and precipitation. These two covariates were 
ranked fourth and fifth when all variables were included (Figure 4), 
then became the first and second most influential covariates when 
socioeconomic variables were removed (Figure 5b). This was not sur-
prising as both variables can, in extreme cases, be the proximal cause 
of death. For example, heat wave events may cause heat stroke and 
death (Hoshiko et al., 2010) while flooding from extreme precipita-
tion events may lead to drowning (Sindall et al., 2022). These types 
of acute threats to human health are recognized as ‘primary’ ef-
fects of climate change (McMichael, 2013) and are now significant 
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public health concerns, at national and global scales (Ebi et al., 2018; 
Romanello et al., 2021). However, the greater significance of tem-
perature and precipitation may stem from their indirect, systems-
level effects on human health.

Air temperature and precipitation are fundamental determinants 
of climate and climate change (Werndl, 2016). As such, they are ger-
mane to many of the environmental and socioeconomic factors that 
affect human health (Portier et al.,  2013). Food insecurity will in-
crease in some regions if aridity constrains agricultural production 
(Dasgupta & Robinson, 2022; Hertel & Rosch, 2010), with predict-
able health consequences (Gundersen et al., 2018; Sun et al., 2020). 
Risk of gastrointestinal illness will increase if extreme precipitation 
events overwhelm water treatment facilities, causing emergency 
discharge of untreated waste (Jagai et al., 2015; Wade et al., 2014). 
Endemic diseases, such as influenza, may become more prevalent 
as temperature and humidity increase (Barreca & Shimshack, 2012) 
while novel arboviruses, such as dengue and zika, are predicted to 
expand their ranges (Guernier et al.,  2004; Iwamura et al.,  2020). 
Suicide rates may increase as exposure to chronic heat degrades 
mental health (Burke et al.,  2018). And the diverse physical and 
mental health benefits of greenspace (Coutts & Hahn, 2015; Tzoulas 
et al., 2007) will be diminished if climate change degrades greens-
pace resources or limits access to them.

Recognizing the central importance of air temperature and pre-
cipitation is also critical from an environmental justice perspective. 
Wealthy individuals may enhance their immediate socioeconomic 
reality through small-scale decisions, but climate change is a cos-
mopolitan problem that can only be mitigated through large-scale, 
collective action (Adger, 2003). Human populations facing the great-
est climate change risks are too often the ones that emit the fewest 
greenhouse gases and have the least agency to protect themselves 
(Romanello et al., 2021). It is, therefore, impossible to achieve broad 
health equity in the absence of an environmental context.

Moving forward, we suggest a productive strategy to advance 
the science of linked human and environmental health would be to 
focus on complete networks of connections between environmen-
tal variables, socioeconomic variables and human health. In this 
systems-level approach, we predict that air temperature and pre-
cipitation will interact with geologic influences to create baseline 
conditions for most environmental variables, such as land-cover 
type and hydrology. The environment is, in turn, predicted to regu-
late many of the socioeconomic factors that influence human health. 
By continuing to develop a macrosystems understanding of these 
interrelationships, scientists will position themselves to play a key 
role in climate change planning. They may also discover opportuni-
ties to create more equitable health outcomes for populations facing 
different environmental and socioeconomic challenges (Fleishman & 
Brown, 2019; Heffernan et al., 2014).
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Chapter 2 Prelude 

Indirect effects of environmental change can pose the greatest threat to human health. However, 

few studies have examined these diffuse effects on both ecosystem and human health. In Chapter 

2, an independent measure of ecosystem health is added to the large database of environmental 

and socioeconomic variables from Chapter 1. Path analysis is then used to create a systems-level 

model of direct and indirect effects on human and ecosystem health. The path analysis model 

identifies geology and climate variables as key drivers of human and ecosystem health outcomes. 

However, forest cover is found to be a critical, intermediate link between the environmental and 

the socioeconomic variables that have the strongest, direct influences on human health. This 

research was published in 2023, in the journal of Science of the Total Environment (Walls, F., and 

D. McGarvey. 2023. A systems-level model of direct and indirect links between environmental

health, socioeconomic factors and human mortality. Science of the Total Environment, 874: 

162486. DOI: http://dx.doi.org/10.1016/j.scitotenv.2023.162486). 
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• Path analysis is used to build a systems-
level model of human and ecosystem
health.

• Environmental conditions have differing
effects on human and ecosystem health.

• Geology, climate, hydrology, and land
cover are key drivers of ecosystem health

• Socioeconomic factors and climate ex-
plain ~60 % of the variation in human
mortality.
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Major efforts are beingmade to better understand howhumanhealth and ecosystemhealth are influenced by climate and
other environmental factors. However, studies that simultaneously address human and ecosystem health within a
systems-level framework that accounts for both direct and indirect effects are rare. Using path analysis and a large data-
base of environmental and socioeconomic variables, we create a systems-level model of direct and indirect effects on
human and ecosystem health in counties throughout the conterminous United States. As indicators of human and ecosys-
tem health, we use age-adjustedmortality rate and an index of biological integrity in streams and rivers, respectively. We
show that: (i) geology and climate set boundary conditions for all other variables in the model; (ii) hydrology and land
cover have predictable but distinct effects on human and ecosystem health; and (iii) forest cover is a key link between
the environment and the socioeconomic variables that directly influence human health.

1. Introduction

Human and environmental health are inextricably linked. This is the
core message – and warning – of the Lancet Countdown report
(Romanello et al., 2021). As global climate change progresses, natural eco-
systems are responding, often with significant consequences for human
well-being. In the extreme, climate change may be fatal to humans. Since

the turn of the century, heat waves have directly caused or contributed to
thousands of deaths in western Europe (Kovats and Hajat, 2008). Similarly,
the frequency andmagnitude of flash flood events are predicted to increase
in some regions, posing a greater drowning risk to local populations
(Haines et al., 2006; Zhang et al., 2021).

A basic typology of climate induced health risks includes three classes
(McMichael, 2013). Primary risks are direct, acute health threats, such as
heat waves and floods. Secondary risks are indirect, yet readily observable
pathways between environmental perturbations and human health. For in-
stance, increasing aridity is expected to diminish agricultural production
and exacerbate food insecurity in many regions (Hertel and Rosch, 2010;
Mendelsohn, 2008). Alternatively, infectious diseases (e.g., dengue and
Zika virus) are predicted to spread as tropical climates expand to temperate
latitudes (Guernier et al., 2004; Iwamura et al., 2020). Tertiary risks are the
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most diffuse, as demonstrated by green infrastructure. Green infrastructure
(e.g., urban parks) can significantly enhance physical and mental health,
but access to green infrastructure is a joint function of ecological and socio-
economic factors that are themselves sensitive to climate change (Coutts
and Hahn, 2015; Matthews et al., 2015; Tzoulas et al., 2007). Of the three
risk classes, secondary and tertiary risks may pose the greatest cumulative
threat because their indirect effects will be the most widespread (Butler
andHarley, 2010). This underscores the need for additional research on dif-
fuse connections between climate, the environment and human health
(McMichael et al., 2006; Myers and Bernstein, 2011; Portier et al., 2013).

In this study, we demonstrate amacrosystems ecology approach tomap-
ping indirect connections between climate, humans and the environment.
Macrosystems ecology is broadly defined as the integrative study of biolog-
ical, geophysical, and social systems at regional to continental scales
(Heffernan et al., 2014). It incorporatesmany of the tools used in traditional
ecology and biogeography, but deliberately seeks to place this information
within a social or human context (Leitão et al., 2019; Tromboni et al.,
2021). Macrosystems research also capitalizes on new technological devel-
opments in large-scale data collection and analysis, such as machine learn-
ing and open-source computer code (Dodds et al., 2021).

A recent example of macrosystems research on connections between
human and environmental health used random forest modeling to identify
key predictors of age-adjusted mortality rate (AAMR) in counties throughout
the conterminousUnited States (CONUS) (Walls andMcGarvey, 2023). Poten-
tial predictors of human AAMR included a diverse list of socioeconomic,
climatic, geologic, and environmental variables. Socioeconomic and behav-
ioral factors, including smoking, physical activity, and food insecurity were
found to be the strongest predictors of AAMR. However, climatic and environ-
mental variables, including air temperature, precipitation, and runoff were
also strong predictors. Overall, the random forest model was an effective
tool for predicting AAMR, with model predictions accounting for 76 % of
the variation in observed AAMR values. More importantly, the model demon-
strated a workflow to assemble a very large number of potential predictors
(total n > 600), then rank the predictors by strength of influence on AAMR.

The present study advances the macrosystems science of linked human
and environmental health in two ways. First, it uses path analysis (PA) to
explore a network of potential cause-and-effect relationships between cli-
mate, the physical environment, socioeconomic factors, and human health.
Specifically, it orients many of the variables that were previously identified
as strong predictors of county-level AAMR (Walls and McGarvey, 2023)
within a systems-level path diagram, testing the significance of each path
as well as overall model fit. Our PAmodel was inspired by prior conceptual
models of linked human-environment systems (Forget and Lebel, 2001;
McMichael, 2013;Myers et al., 2013), but goes further by expressing the di-
rect and indirect links as quantitative, linear equations. The PA model also
tracks interrelationships among the predictors of health; this network ap-
proach is the key innovation that elevates our model to a systems-level
study (Van Dyne, 1966).

Second, our study incorporates independent measures of human health,
represented by AAMR, and ecosystem health. By simultaneously modeling
human and ecosystem health, we aim to distinguish common environmen-
tal influences from effects that are unique to each of the two endpoints. Eco-
system health is represented by a benthic multi-metric index (BMMI) that
was originally used to assess biological integrity in streams and rivers
throughout the CONUS (Hill et al., 2017; Stoddard et al., 2008).We employ
ameasure of aquatic ecosystemhealth because the prevalence and effects of
many disturbances, including agriculture (Riseng et al., 2011), forestry
(Nislow and Lowe, 2006), mining (Giam et al., 2018), dams (Ligon et al.,
1995), fire (Gomez Isaza et al., 2022), urbanization (Violin et al., 2011),
and pharmaceutical waste (Rosi-Marshall and Royer, 2012) are thoroughly
documented for streams and rivers. Furthermore, rivers and their water-
sheds provide a uniquely well-integrated context for research on social-
ecological systems. Most human populations depend on riverine ecosystem
services (Dunham et al., 2018), while the watershed is a natural geospatial
unit for modeling environmental exposure and predicting epidemiological
outcomes (Corley et al., 2018).

We begin with a metamodel (Grace et al., 2010) of predicted relation-
ships among five broad classes of variables: geologic, climatic, hydrologic,
land cover/land use, and socioeconomic. Ecosystem health is predicted to
be a function of geology, climate, hydrology, and land use, while human
health is predicted to be a function of all five variable classes (Fig. 1). The
metamodel, which incorporates only general relationships among variable
classes, provides a flexible framework to orient specific variables within the
PA model. For instance, at regional to continental scales, elevation (a geo-
logic variable) should have a predictable effect on air temperature and pre-
cipitation (climatic variables), while air temperature and precipitation are
expected to influence hydrology and land cover.

The generalized nature of the metamodel is also complimentary to the
exploratory intent of this study.We are careful not to assert mechanistic un-
derstanding because we did not start with explicit, a priori hypotheses, as
required in confirmatory PA (Grace and Pugesek, 1998). Rather, our goal
is to build a quantitative, systems-level model of interconnections between
the environment, ecosystem health, and human health. Through an itera-
tive model fitting process, we distinguish secondary and tertiary influences
on health from more familiar, primary influences. We also distinguish
model links that are consistent with general knowledge from links that sur-
prised us and may warrant closer inspection.

2. Material and methods

2.1. Data collection and management

All environmental, socioeconomic, and health data used in this study
were previously published and fully detailed (Walls and McGarvey,
2023). Briefly, environmental data were downloaded from the 1:100,000
scale National Hydrography Dataset (Mckay et al., 2012) and the U.S. Envi-
ronmental Protection Agency's Stream-Catchment database (Hill et al.,
2016; downloaded February 2020). These two sources provided>600 envi-
ronmental variables for the CONUS, representing a range of climatic, geo-
logic, hydrologic, and land cover influences on local stream and river
ecosystems. Within the land cover class, a new ‘forest cover’ variable was
created by summing values for deciduous, coniferous, and mixed forest
cover. For each of the four classes of environmental variables, principal
component analysis was used to select a subset of variables that retained
much of the overall information while minimizing collinearity (|r| < 0.7)

Fig. 1. Metamodel of hypothesized relationships among geologic, climatic,
hydrologic, land cover or land use and socioeconomic variables. Strongest
predicted effects are indicated by solid arrows. Weaker or secondary effects are
indicated by dashed arrows. Ecosystem health is predicted to be a function of
geologic, climatic, hydrologic, and land cover variables (all predictors within the
inset light gray region). Human health is predicted to be a function of all variable
classes (all predictors within the complete darker region).
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among variables. This resulted in a final, combined list of 64 environmental
variables (see Appendix Table A1).

Socioeconomic data were obtained from four online sources
(downloaded December 2021). First, we downloaded nine behavioral and
social predictors of human well-being (adult smoking, physical inactivity,
food insecurity, violent crime, severe housing shortages, degree of
ruralness, and social association rate) from the County Health Rankings
and Roadmapswebsite (www.countyhealthrankings.org). This information
was compiled from multiple sources, including the National Center for
Health Statistics and the U.S. Bureau of Labor Statistics, by the University
of Wisconsin Population Health Institute (Remington et al., 2015). Three
additional indicators of education and economic status were then collected
from the U.S. Census Bureau, American Community Survey (www.census.
gov/programs-surveys/acs/), including county-level prevalence of a bache-
lor's degree, health insurance, and renter occupied housing. Following
Russette et al. (2021), the county-level Leaf Area Index (LAI) was used as
measure of greenspace exposure, whichmay benefit human health by facil-
itating physical activity and social connectedness (Frumkin et al., 2017). Fi-
nally, the prevalence of religious activity and affiliation (all denominations
and groups combined), which is also associated with positive health out-
comes (Milstein et al., 2020), was obtained from the 2010 U.S. Religion
Census (Grammich et al., 2012). All 12 socioeconomic variables included
in this study are listed with units of measure and data sources in Table A1.

We obtained AAMR records (county-level means between 1999 and
2017) from the U.S. Centers for Disease Control and Prevention, Wide-
ranging Online Data for Epidemiologic Research website (https://wonder.
cdc.gov/; downloaded February 2020). Our ecosystem health indicator,
BMMI, was distributed with the Stream-Catchment database (Hill et al.,
2016; downloaded February 2020). The BMMI was originally built using
a large, national-scale survey of benthic invertebrate field samples (n =
3045; Stoddard et al., 2008). Following a standardized protocol, separate
multi-metric indices were calibrated for each of nine distinct ecoregions
(Omernik, 1987), with higher index scores reflecting healthier aquatic com-
munities. Notably, a review of >400 published studies (Ruaro et al., 2020)
showed that many of the individual metrics selected by Stoddard et al.
(2008) are commonly included in multi-metric indices (e.g., taxa richness,
pollution intolerant taxa, mayfly/stonefly/caddisfly abundance), suggest-
ing our results may align well with other aquatic biomonitoring programs.
The empirical (site-specific) index scores of Stoddard et al. (2008) were
then used to calibrate a model of aquatic community health for every
stream and river in the CONUS. Specifically, a separate random forest
model was developed for each of the nine ecoregions, predicting the
probability that a given stream or river would be in ‘good’ condition (Hill
et al., 2017). This model-predicted probability of being in good condition
ranged from 0 to 1 and was used as the BMMI score for each stream and
river segment.

County-level environmental, socioeconomic, and health data were
cross-referenced with Federal Information Processing Standard codes.
Environmental and socioeconomic variables were transformed to improve
normality, using the ‘Rita’ package (Mattei and Ruscio, 2022) with default
settings (Shapiro-Wilk normality test, α=0.05) in R (R Core Team, 2022).
Resulting transformations are listed in Table A1. All variables were then
standardized (z-transformed) to prevent PA model convergence errors
that may result from large covariance (>3 orders of magnitude)
discrepancies.

2.2. Spatial filtering

Spatial filtering (Boria et al., 2014) was used tomitigate spatial autocor-
relation in the county-level BMMI (first-order Moran's I = 0.20; p < 0.01)
and AAMR data (Moran's I = 0.12; p < 0.01). The filtering process began
by locating the centroid, calculated as one-half the distance between the
maximum and minimum longitudinal and latitudinal coordinates, of
every county within the CONUS. One-hundred iterations of a random
walk algorithm were then used to select subsets of counties with centroids
that were no closer than a specified filtering distance b. Each iteration

began by randomly selecting a single focal county, then simulating a ran-
dom walk to a neighboring county with a centroid at least b distance from
the centroid of the focal county. The random walk continued, ensuring at
each step the centroid of the next county was separated from the centroids
of all previously selected counties by a distance ≥ b, until no selectable
counties remained. Selected counties were then queried from the complete
list of CONUS counties and the process was repeated until 100 random sub-
sets of filtered counties were obtained. Spatial filtering was conductedwith
the ‘spThin’ package (Aiello-lammens et al., 2015) and a custom loop in R.

To identify a suitable b value, we created a series of spatial lags at 50 km
intervals (0–49 km, 50–99, 100–149, etc.). Moran's I was then calculated
for each lag, using the minimum and maximum extent of the respective
lag to define neighboring counties, when measured as centroid-to-
centroid distances. For instance, Moran's I for the 50–99 km lag included
all county centroids that were within 50–99 km of a focal county centroid.
Moran's I values were calculated separately for the two response variables,
AMMR and BMMI, then plotted to characterize the relationship between
each lag distance and Moran's I (Fig. 2). From these plots, we concluded b
values of 100, 150, and 200 km would be suitable for spatial filtering, as
Moran's I decreased to a near asymptotic trend between the 100–149 and
150–199 km lags for AAMR. For BMMI, Moran's I decreased rapidly be-
tween the 100–149 and 200–249 km lags. Notably, the nearest-neighbor
(centroid-to-centroid) distance was <100 km for 98.3 % of all CONUS
counties (Fig. 2 inset). Thus, the 100, 150 and 200 km filtering distances
substantially reduced autocorrelation in BMMI and AAMR.

2.3. Path analysis

Guided by themetamodel (Fig. 1), wefirst created a simple PAmodel of
BMMI andAAMRwhere each of thefive variable classes (geologic, climatic,
hydrologic, land cover, and socioeconomic) was represented by one or two
variables. We then added additional variables in an exploratory, stepwise
manner that gradually increased model complexity while preserving the
basic metamodel structure. Iterative decisions to add or remove paths
and/or variables were informed by path significance levels and PA
modification indices. Three fit statistics were used to assess overall model
fit (Fan et al., 2016): the Standardized Root Mean Squared Residual
(SRMR), Comparative Fit Index (CFI) and Tucker-Lewis Index (TLI).

Fig. 2. Plots showing spatial autocorrelation in stream ecosystem health (BMMI)
and human health (AAMR) as functions of neighbor distance, or spatial lag, for
U.S. counties. For each of the two variables, Moran's I is plotted against a series of
50 km spatial lags. Lags shown as open circles (100–149, 150–199 and
200–249 km) were used as spatial filters (b = 100, 150 and 200 km) to mitigate
spatial autocorrelation in the modeling data, prior to building path analysis
models. Inset histogram shows the distribution of nearest neighbor distances,
measured as the centroid-to-centroid distance between adjacent counties (log10
scale), for all counties in the conterminous U.S.
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A single, initial subsample of spatially filtered counties was used with
the b=100 kmfilter to build the PAmodel shown in Fig. 3. Additional sub-
samples were then drawn at random and used to determine whether the PA
modeling results were robust to the spatial filtering process. A custom soft-
ware loop was written in R to repeat the spatial filtering and PA model
fitting process 99 times. At the conclusion of each iteration, we recorded
the standardized path coefficient and significance level for every model
path, R2 for AMMR and BMMI, and the three fit indices. Averages and stan-
dard deviations were then calculated among the 100 iterations for each of
the stored modeling results.

Next, the complete PA modeling process was independently repeated
for each of the two remaining spatial filters (b = 150 and 200 km). For
each of the three b values, we recorded means and standard deviations
from 100 filtering iterations, for all PA results. PA model summary statics
were then compared among the three spatial filters. In effect, the iterative
results were used as a cross-validation tool to assess model robustness.

PA modeling was performed with the ‘lavaan’ package in R (Rosseel,
2012). R code to repeat all data transformation, standardization, spatial fil-
tering, and path analysis procedures is provided with the raw data in
Supporting Information.

3. Results and discussion

We compiled 76 predictor variables (32 geologic, 2 climatic, 4 hydro-
logic, 26 land cover, and 12 socioeconomic; Table A1), representing 3048
of 3142 counties and county equivalents throughout the CONUS. Four ex-
ogenous (geologic) and 17 endogenous (climatic, hydrologic, land cover,
and socioeconomic) variables were included in the final PA model
(Fig. 3). All paths were significant at p ≤ 0.05 (mean of 100 iterations)
when b = 100 km (Table 1). When b = 150 km, 59 of 64 paths remained
significant and when b = 200 km, 53 paths were significant. Overall
model fit was good, as indicated by standard fit index thresholds (Fan

Fig. 3. Path model diagram of age-adjusted mortality rate (AAMR) in U.S. counties. The five classes of predictor variables are indicated by color: brown = geologic;
maroon = climatic; blue = hydrologic; orange = land cover; pink = socioeconomic. Variables shown in white are indices of stream ecosystem health (BMMI) and
human health (AAMR). Exogenous variables are shown with an outer ring; all remaining variables are endogenous. All paths shown in the diagram are significant at
p ≤ 0.05, when a spatial filtering distance of 100 km is used. Complete path analysis results (standardized path coefficients, model fit statistics, and coefficients of
determination for BMMI and AMMR) are listed for all three filtering distances (b = 100, 150 and 200 km) in Tables 1 and 2. (For interpretation of the references to color
in this figure legend, the reader is referred to the web version of this article.)
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et al., 2016). Mean SRMR values exceeded the significance threshold
(<0.09) for all b values (Table 2) and mean TLI values met the threshold
(≥0.90) for all b values except 150 km. CFI values were close to the signif-
icance threshold (≥0.95); for each b value, mean CFI was 0.01–0.02 units
below the threshold. Among the three b values, mean coefficients of deter-
mination (R2) for BMMI ranged from 0.39 to 0.42 (Table 2). For AAMR, the
mean R2 ranged from 0.60 to 0.63. Small standard deviations for all path
coefficients (Table 1), model fit statistics, and R2 values (Table 2) indicate
the modeling results were robust to the random spatial filtering process.

3.1. Socioeconomic drivers of AAMR

The four strongest predictors of AAMRwere all socioeconomic variables
(Fig. 3). Smoking, obesity, physical inactivity, and food insecurity each had
a positive effect on AAMR (Table 1). Thiswas not surprising, as previous ep-
idemiological research has demonstrated the importance of these behav-
ioral and metabolic risk factors. Smoking is a leading cause of cancer,
cardiovascular and respiratory disease, and is associatedwith hypertension,
ulcers, and insulin resistance (Burns, 2003; Doll et al., 2004; Skurnik and
Shoenfeld, 1998). Obesity is linked to cardiovascular disease, kidney and
liver disease, diabetes, hyperlipidemia, hypertension, and cancer
(Abdelaal et al., 2017; Flegal, 2005; Solomon and Manson, 1997). Physical
inactivity increases the risk of heart disease, hypertension, anxiety, and de-
pression (Cecchini et al., 2010; Paffenbarger et al., 1993; Pate et al., 1995).
Similarly, food insecurity is associated with cardiovascular disease, diabe-
tes, hyperlipidemia, and hypertension (Gundersen et al., 2018; Sun et al.,
2020). In general, the congruence between epidemiological literature and
model-identified drivers of AAMR, combined with the high R2 values for
AAMR (≥ 0.60 for all b values; Table 2), suggests our PA results are a
goodfirst attempt at a systems-level understanding of environmental effects
on human health.

Modeled relationships among the socioeconomic influences on AAMR
(see Fig. 3) were also consistent with prior health and behavior research.
For example, the positive effect of poverty on food insecurity and smoking
(Table 1) is well-documented in the broader literature on income and socio-
economic status (Casetta et al., 2017; Evans and Kantrowitz, 2002; Loopstra
and Tarasuk, 2013). Food insecurity had a direct, positive effect on smoking
thatmay reflect psychological distress caused by food shortage, followed by
smoking as a copingmechanism (Kim-Mozeleski et al., 2019). The negative
effect of population density on physical inactivity (i.e., residents of more
populous counties are more likely to be active) has been documented else-
where and partially attributed to use of walking and cycling as transporta-
tion modes in dense urban communities (Forsyth et al., 2007; McCormack
and Shiell, 2011). Smoking was also a significant predictor of physical inac-
tivity (Kaczynski et al., 2008) and obesity (Dare et al., 2015). This com-
bined, multi-step effect of smoking on AAMR was particularly notable as
it underscored the cumulative, negative influence that smoking has on
human health.

3.2. Drivers of BMMI and its broader relevance for environmental health

Stream health was not significantly influenced by socioeconomic vari-
ables in the PA model (Fig. 3). Instead, BMMI was linked exclusively to a
mix of environmental variables. Forest cover and shrub cover each had a
significant, positive effect on BMMI, while soil erodibility and coal mining
had negative effects (Table 1). The positive effect of forest cover was ex-
pected, as intact forests benefit water quality and aquatic biota in numerous
ways (Noteboom et al., 2021; Roth et al., 1996). At the riparian zone scale,
allochthonous debris from deciduous and coniferous trees accounts for
much of the annual carbon that aquatic consumers depend on, particularly
in small to midsize streams (Webster and Meyer, 1997). Riparian forests
also protect the stream channel from erosion, filter pollutants from over-
land runoff, and maintain cooler water temperatures in shaded reaches
(Gregory et al., 1991; Triska et al., 1982). Riparian shrubs can provide sim-
ilar benefits when local soils, climates, or disturbance regimes constrain
mature forest stands. For example, riparian shrubs enhance instream

Table 1
Standardized path coefficients for all paths shown in the final path analysis model
(Fig. 3). For each path, directionality moves from the ‘Predictor’ variable to the ‘Re-
sponse’ variable. Coefficients are mean averages from 100 spatial filtering itera-
tions, with 1 s.d. shown in parentheses. Separate results are included for the three
spatial filtering distances (100, 150 and 200 km). All paths are significant at
p ≤ 0.05 (mean p-value among 100 iterations) unless their respective coefficients
are highlighted in italic text; for these paths, the mean p > 0.05.

Response Predictor Spatial filter (b)

100 km 150 km 200 km

Air temp. Elevat. −0.51 (0.01) −0.51 (0.01) −0.49 (0.02)
Precip. Elevat. −0.80 (0.02) −0.85 (0.03) −0.78 (0.05)

Slope 0.17 (0.02) 0.21 (0.03) 0.15 (0.06)
Water depth Air temp. 0.32 (0.01) 0.29 (0.02) 0.24 (0.03)

Elevat. 0.59 (0.03) 0.64 (0.04) 0.56 (0.05)
Precip. −0.21 (0.02) −0.16 (0.04) −0.23 (0.05)
Slope 0.15 (0.02) 0.14 (0.03) 0.14 (0.04)

Wetness Precip. −0.18 (0.03) −0.17 (0.04) −0.15 (0.07)
Slope 0.34 (0.03) 0.35 (0.04) 0.33 (0.06)
Water depth −0.25 (0.03) −0.26 (0.07) −0.28 (0.09)

Crop Air temp. −0.22 (0.01) −0.18 (0.02) −0.18 (0.04)
Elevat. −0.23 (0.02) −0.20 (0.04) −0.18 (0.06)
Precip. −0.15 (0.02) −0.15 (0.03) −0.13 (0.04)
Slope −0.26 (0.02) −0.27 (0.03) −0.26 (0.05)
Soil erode 0.36 (0.02) 0.38 (0.03) 0.36 (0.04)
Wetness −0.15 (0.02) −0.12 (0.03) −0.13 (0.06)

Shrub Air temp. 0.16 (0.02) 0.12 (0.02) 0.12 (0.04)
Crop −0.68 (0.02) −0.69 (0.03) −0.64 (0.05)
Elevat. 0.22 (0.02) 0.20 (0.03) 0.17 (0.05)
Water depth 0.17 (0.02) 0.19 (0.04) 0.26 (0.06)

Forest Air temp. −0.34 (0.01) −0.32 (0.02) −0.35 (0.03)
Crop −0.47 (0.02) −0.43 (0.03) −0.44 (0.04)
Precip. 0.55 (0.01) 0.50 (0.02) 0.46 (0.02)
Slope 0.15 (0.02) 0.13 (0.03) 0.12 (0.04)
Soil erode −0.08 (0.02) −0.09 (0.03) −0.05 (0.05)
Wetness −0.09 (0.02) −0.06 (0.03) −0.04 (0.04)

LAI Crop 0.75 (0.02) 0.77 (0.03) 0.75 (0.04)
Forest 0.83 (0.02) 0.83 (0.04) 0.77 (0.07)
Precip. 0.15 (0.02) 0.13 (0.03) 0.16 (0.03)

Populat. Elevat. −0.46 (0.02) −0.45 (0.04) −0.51 (0.06)
Slope 0.31 (0.03) 0.30 (0.05) 0.31 (0.07)

Poverty Air temp. 0.34 (0.02) 0.36 (0.04) 0.33 (0.05)
Forest 0.15 (0.03) 0.13 (0.04) 0.13 (0.07)

Food insecur. Air temp. 0.18 (0.02) 0.12 (0.03) 0.16 (0.04)
Forest 0.22 (0.02) 0.23 (0.03) 0.27 (0.05)
Poverty 0.49 (0.03) 0.48 (0.05) 0.43 (0.05)

Inactive Air temp. 0.22 (0.02) 0.20 (0.03) 0.17 (0.04)
Elevat. −0.17 (0.02) −0.17 (0.03) −0.19 (0.04)
Forest −0.18 (0.03) −0.14 (0.03) −0.19 (0.06)
LAI 0.20 (0.02) 0.18 (0.04) 0.19 (0.04)
Populat. −0.27 (0.02) −0.26 (0.03) −0.24 (0.04)
Smoking 0.48 (0.03) 0.48 (0.04) 0.49 (0.06)

Smoking Air temp. −0.15 (0.02) −0.20 (0.03) −0.17 (0.05)
Coal mine 0.15 (0.02) 0.15 (0.04) 0.14 (0.05)
Food insecur. 0.21 (0.03) 0.25 (0.04) 0.30 (0.06)
LAI 0.16 (0.02) 0.10 (0.03) 0.15 (0.04)
Poverty 0.54 (0.04) 0.55 (0.06) 0.47 (0.09)
Shrub −0.13 (0.02) −0.20 (0.03) −0.19 (0.05)

Obesity Elevat. −0.12 (0.02) −0.11 (0.03) −0.09 (0.03)
Inactive 0.50 (0.03) 0.47 (0.04) 0.50 (0.06)
Smoking 0.30 (0.03) 0.33 (0.05) 0.31 (0.07)

BMMI Air temp. −0.27 (0.02) −0.26 (0.03) −0.24 (0.05)
Coal mine −0.08 (0.02) −0.08 (0.03) −0.12 (0.06)
Forest 0.23 (0.03) 0.24 (0.05) 0.21 (0.07)
Precip. 0.14 (0.03) 0.12 (0.04) 0.12 (0.06)
Shrub 0.21 (0.03) 0.21 (0.05) 0.21 (0.07)
Soil erode −0.12 (0.02) −0.11 (0.03) −0.09 (0.04)
Water depth 0.28 (0.03) 0.27 (0.04) 0.28 (0.07)

AAMR Air temp. 0.11 (0.02) 0.11 (0.03) 0.09 (0.04)
Food insecur. 0.19 (0.03) 0.18 (0.04) 0.14 (0.06)
Inactive 0.14 (0.04) 0.16 (0.06) 0.16 (0.07)
Obesity 0.17 (0.03) 0.15 (0.05) 0.14 (0.07)
Precip. 0.09 (0.01) 0.09 (0.02) 0.12 (0.03)
Smoking 0.32 (0.04) 0.31 (0.06) 0.36 (0.09)
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water quality by removing nitrate from hyporheic and parafluvial water
(Hill, 2019; Schade et al., 2001). At larger scales, forest and shrub domi-
nated landscapes are less likely to route pollutants, including nutrients,
toxic chemicals, or excess sediments to streams and rivers than urban or ag-
ricultural landscapes (Allan, 2004; Sponseller et al., 2001; Strayer et al.,
2003). Intact, forested landscapes also sustain natural flow regimes (Poff
et al., 1997; Zhang et al., 2017) and facilitate dispersal of flying aquatic in-
sects (maintainingmetacommunity structure; (Urban et al., 2006))more ef-
fectively than highly modified or fragmented landscapes.

Negative effects of soil erodibility and coal mining on BMMI were also
predictable. Looser, more easily entrained soils accumulate in streams
and rivers, where they may have multiple deleterious effects on aquatic
biota (Pimentel and Kounang, 1998). These include increased turbidity
and diminished light penetration (i.e., decreased primary production),
loss of hard substrate suitable for periphyton growth, interference with
fish and insect respiratory surfaces, and clogging of interstitial spaces
used by benthic invertebrates and gravel-spawning fishes (Henley et al.,
2000; Wood and Armitage, 1997). Coal mining effects on aquatic ecosys-
tems include extensive soil erosion and elevated instream turbidity, in-
creased runoff and flashier hydrographs, removal of riparian forest, acute
loss of stream channels through surface excavation and valley fills, in-
creased acidity and conductivity, and elevated concentrations of toxic
metals (Hopkins et al., 2013; Lindberg et al., 2011; Palmer et al., 2010). In-
vertebrate and fish assemblage structure are, in turn, sensitive to these
water quality and physical habitat disturbances (Giam et al., 2018; Hitt
and Chambers, 2014; Pond et al., 2008).

The positive effect of water depth – specifically, mean seasonal water
table depth – on BMMI (Table 1) is more difficult to interpret. We antici-
pated a negative effect because a shallower water table will, on average,
provide more stable baseflow to the local stream network (Marani et al.,
2001) and enhanced flow stability is generally a benefit to aquatic biota
(Hayashi and Rosenberry, 2002). One explanation for the counterintuitive,
positive link between water table depth and BMMI is the mitigating effect
that deep groundwater can have on instream nitrate. Groundwater is a
key nitrate reservoir (Ascott et al., 2017) and can deliver large quantities
of nitrate to local streams and rivers when exchange rates with surface
water are high (Jordan et al., 1997; Molenat et al., 2008). A deeper water
table may therefore improve surfacewater quality and the health of aquatic
biota by sequestering nitrate from the stream network. Clearly, this nitrate-
based explanation is incomplete. The dynamics of ground-surface water ex-
change vary with geology, landscape morphology and land use (Groffman
et al., 2002; Jasechko et al., 2016; Sophocleous, 2002), and are influenced
by biogeochemical processes in riparian soils (Brunke and Gonser, 1997;
Hill, 2019). Nevertheless, we suggest nitrate transfer is a useful starting
point to interpret the observed, positive relationship between water table
depth and BMMI.

Finally, we recognize that BMMI, as an indicator of aquatic ecosystem
health, is an incomplete measure of environmental health and suggest
that integrating new information on terrestrial ecosystem health should
be a priority for future research. That said, the river does provide a

fundamental link between human activity and the environment. Many
anthropogenic activities, such as agriculture, irrigation, mining, and
urban development have strong, predictable influences on rivers because
pollution moves downgradient to the local stream or river channel.
Hence, a river is a direct reflection of the state of its parent watershed.
This is a core tenet of riverscape ecology and a compelling reason to
prioritize aquatic systems in social-ecological systems research (Corley
et al., 2018; Dunham et al., 2018).

The Central Rio Grande Valley is a case in point. Rapid expansion of ag-
riculture, urban development, and invasive species throughout the Valley
has dramatically altered the landscape, with significant consequences for
the health of the River and surrounding human communities. Instream
flows are now diminished or absent through much of the year, water qual-
ity is consistently degraded, and zoonotic diseases are more prevalent
(Rapport et al., 1998; Esteve-Gassent et al., 2014). These concerns cata-
lyzed the Middle Rio Grande Conservation Action Plan, which seeks to im-
prove ecosystem health throughout the Valley, but aims to do so primarily
by protecting and restoring the River (Muldavin et al., 2019).

3.3. History as a bridge between environmental and socioeconomic influences on
health

Despite the complexity of the links among environmental and socioeco-
nomic variables, a tractable narrative did emerge from the PA model. As
predicted by the metamodel (Fig. 1), geology, climate and hydrology regu-
lated land cover, which in turn accounted formuch of the environmental in-
fluence on socioeconomic variables (Fig. 3). In this system, the roles of crop
cover and forest cover were particularly important. Crop cover was a signif-
icant predictor of each of the remaining land cover variables, while forest
cover was linked to three of the socioeconomic variables (Table 1). We hy-
pothesize that these land cover to socioeconomic links are, in part, reflec-
tions of the history of human settlement and land conversion across the
CONUS.

Westward expansion in the 19th century prompted largescale timber
harvest and conversion of forest land to agricultural fields (Dakubo, 2010;
Li et al., 2022). These changes accelerated through the Industrial Revolu-
tion with increased access to steam power, rapid transport by railway, en-
hanced crop yields made possible by chemical fertilizers, and the rise of
major urban centers. Benefits of modern agriculture and urbanization
were not, however, uniformly distributed. Smaller populations that re-
mained in forested areas began to experience socioeconomic disparities,
as theywere isolated from the technological, social, and economic gains ex-
perienced in cities (James, 2014). This may explain the model-implied pos-
itive effect of forest cover on poverty and food insecurity.

Previous research has demonstrated a strong, positive correlation be-
tween poverty and proximity to forested areas (Sunderlin et al., 2007).
This correlation is exemplified by economic status in rural and urban
parts of Appalachia. A historical legacy of resource-limited industries, par-
ticularly logging and coal mining, has left much of Appalachia vulnerable
to high rates of unemployment and poverty. This extractive history has
also constrained urban development throughout much of the region, plac-
ing many residents in small, rural communities where economic, educa-
tional, and medical resources are underdeveloped, relative to larger urban
centers. Predictably, human health in these impoverished, rural communi-
ties has suffered (Borak et al., 2012; Halverson et al., 2004).

Similarly, food insecurity is high in many of the remote, nonmetropoli-
tan communities that occur in or adjacent to forested areas. Food insecurity
rates are particularly high in the southern U.S., where a frequent lack of
infrastructure, including low densities of grocery stores and sparse public
transportation, can create food deserts (Piontak and Schulman, 2014).
Food insecurity generally decreases with economic development
(Tweeten, 1999), but economic development has historically been
constrained in many forested regions of the CONUS (Drummond and
Loveland, 2010). Thus, the modeled link between forest cover and food in-
security is both logical and consistent with the broader literature on rurality
(Nelson et al., 2021). Indeed, a strategic effort to integrate new theory and

Table 2
Summary statistics for the final path analysis model (Fig. 3). Results include the
number of counties (n) selected by the random spatialfiltering process, three indices
of model fit (SRMR, TLI, and CFI), and coefficients of determination (R2) for the
model response variables BMMI and AAMR. Values shown are mean averages from
100 spatial filtering iterations with 1 s.d. shown in parentheses. Separate results are
included for the three spatial filtering distances (100, 150 and 200 km).

Statistic Spatial filter (b)

100 km 150 km 200 km

n 465.87 (4.13) 230.6 (3.24) 133.43 (2.26)
SRMR (<0.09) 0.06 (<0.01) 0.07 (<0.01) 0.07 (0.01)
TLI (≥0.90) 0.90 (0.01) 0.89 (0.01) 0.90 (0.02)
CFI (≥0.95) 0.94 (<0.01) 0.93 (0.01) 0.94 (0.01)
R2 BMMI 0.41 (0.02) 0.42 (0.03) 0.39 (0.04)
R2 AAMR 0.63 (0.02) 0.60 (0.03) 0.60 (0.04)
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data from rurality research, including urban-to-rural gradients in education
(Koricich et al., 2018), healthcare (Caldwell et al., 2016), and environmen-
tal justice (Pellow, 2016) may enhance our modeling results and provide
additional insight to the links between human health and the environment.

One notable exception to the negative effect of forest cover on human
health was the inverse relationship between forest cover and physical inac-
tivity. At the CONUS scale, inactivity tended to decrease (i.e., residents be-
came more active) with increasing forest cover (Table 1). We believe this
reflects a link between greenspace access and physical activity. Forested
land that remains accessible to the public is frequently used as greenspace
(Zhu and Zhang, 2008), facilitating physical recreation and active lifestyles
(Huynh et al., 2022; Kim et al., 2020). If our greenspace hypothesis is cor-
rect, it highlights the value of a systems-level approach. Rather than sum-
marizing the net effect of forest cover with a single coefficient, as a
traditional regression model would, our PA model identified negative as
well as positive effects of forest cover on human health.

The PA model also highlights the specific value of forested greenspace,
relative to a more general definition of greenspace. While forest cover was
negatively associated with physical inactivity, the LAI was positively asso-
ciated with inactivity (i.e., residents became less active; Table 1). We
were surprised by this result because we assumed LAI, as a measure of
greenspace, would be inversely correlated with physical inactivity.
But on closer inspection, we learned the particular LAI used here
(Russette et al., 2021) was tuned to maximize the spectral signatures
of agricultural crops (Gitelson, 2004). This accounts for the strong pos-
itive effect of crop cover on LAI (Fig. 3, Table 1) and may help explain
the counterintuitive, positive link between LAI and physical inactivity.
If the LAI is equally representative of agricultural and forested land use,
then a direct correlation between outdoor recreation and high LAI
values should no longer be assumed. Indeed, this context-dependent in-
terpretation is consistent with the growing recognition that greenspace
is not a homogenous concept (Wheeler et al., 2015). Rather, the human
health benefits of greenspace are often contingent on the location and
specific type of greenspace in question (Akpinar et al., 2016; Jarvis
et al., 2020; Nguyen et al., 2021).

3.4. The pervasive influence of climate

The foundational role that climate plays in regulating human and eco-
system health was particularly evident in the PA results. As predicted by
themetamodel (Fig. 1), the climate variables air temperature and precipita-
tion had significant influences on each of the hydrology and land cover var-
iables, and on many of the socioeconomic variables (Fig. 3). In this way,
climate was confirmed to be an indirect yet fundamental driver of AAMR
and BMMI: climate sets the stage for many of the dynamic pathways that
regulate human and environmental health. However, the PA model also
provided evidence of direct air temperature and precipitation effects on
AAMR and BMMI. Specifically, precipitation had a positive effect on
AAMR and BMMI, while air temperature had a positive effect on AAMR,
but a negative effect on BMMI (Table 1).

Though we did not anticipate direct climate effects on AAMR or BMMI
(Fig. 1), they are entirely plausible. For instance, the positive effect of air
temperature on AAMR may reflect deaths from heat wave events
(Hoshiko et al., 2010). This may be particularly dangerous in humid
urban settings, where exposure to high heat index values can be exacer-
bated by the urban heat island effect and diminished overnight cooling
(Basu and Samet, 2002). The positive effect of precipitation may reflect
drowning in catastrophic floods (Sindall et al., 2022) or increased exposure
to waterborne disease as municipal treatment facilities are overwhelmed
(Curriero et al., 2001). The direct, positive link between precipitation and
BMMI may reflect functional or life history adaptations of aquatic biota to
instream flows (Lytle, 2008; Poff and Allan, 1995), which are tightly asso-
ciated with precipitation. Alternatively, the negative effect of air tempera-
ture on BMMI may reflect warming-induced respiratory stress (Verberk
and Bilton, 2013) or the loss of stenothermic, keystone functional groups,
such as leaf-shredding insects (Boyero et al., 2012).

The central role of climate in the PA model is also consistent with the
growing literature on climate change and its effects. Considerable efforts
have been made to identify human populations that are most vulnerable
to climate change (Ebi et al., 2018; Romanello et al., 2021) and to predict
new threats like the spread of novel infectious diseases (Guernier et al.,
2004; Iwamura et al., 2020). In freshwater ecosystems, temperature and
precipitation are known to have key influences on the structure of fish
and invertebrate communities (Pyne and Poff, 2017), as well as secondary
production (Patrick et al., 2019). Our modeling results are well-aligned
with this larger body of climate effects research, but they are also an impor-
tant innovation. By adopting a macrosystems ecology approach, combining
biological and socioeconomic data within a novel and integrative context,
we have created a fully quantitative, systems-level framework to identify
pathways linking humans and wildlife to the geophysical world.

3.5. Next steps

By adding new variables to the dataset, we predict it will be possible to
expand the PA model, test additional pathways, and move closer to truly
mechanistic understanding of linked human-environmental health systems.
For the moment, however, we suggest two priorities for future research.
First, sub-models should be developed to test for differences in model struc-
ture among regions and demographic sub-groups. Spatial clustering in
human life expectancy and mortality rate has previously been documented
for U.S. counties (Dwyer-Lindgren et al., 2017) and strong differences in
AAMR have been reported among racial groups (Cunningham et al.,
2017). Similarly, the environmental influences on BMMIwere shown to dif-
fer among CONUS sub-regions (Hill et al., 2017). In both cases, regional
variation is likely to reflect co-variation in the environmental factors that
regulate AAMR and BMMI.

For instance, forest cover had a significant influence on BMMI and three
of the socioeconomic variables (Fig. 3). But forested land is most prevalent
in the east/southeast and northwest; forest cover is much lower in the inte-
rior CONUS (Zhu and Evans, 1994). This regional, coarse-scale variation is
amenable to our historical interpretation of forest cover and socioeconomic
influences on human health (see above). However, our CONUS-level anal-
ysis is unlikely to detect fine-scale patterns in forest cover that may also
have important ramifications for human health. The ‘dilution effect’ that
links forest fragmentation to the spread of Lyme disease is a telling exam-
ple. Degradation of continuous forest habitat diminishes native biodiversity
while increasing the relative abundance of Lyme's primarymammalian host
(white-footed mouse, Peromyscus leucopus), thereby magnifying the proba-
bility a tick will consume infected blood (Allan et al., 2003). Human expo-
sure to infected ticks will simultaneously increase as forest fragmentation
creates more easily accessed edge habitat, often in close proximity to
urban settings. This kind of local-scale dynamic, which would not be de-
tected in our CONUS-scale analysis, demonstrates the potential value of re-
gional sub-models.

Second, path models that explicitly account for spatial autocorrelation
in AAMR and BMMI should be built and compared with the current results.
Our spatial filtering algorithmwas a simple tool tomitigate autocorrelation
in the county-level AAMR and BMMI data. However, the iterative thinning
process sacrificed information and truncated our sample sizes, particularly
at larger b values (Table 2). This resulted in diminished statistical power
and failure to detect statistical significance for some model paths
(Table 1). An alternative would be to model the spatial autocorrelation it-
self, then include it as a random variable in a confirmatory or ‘piecewise’
PA model that retains all available data (Lefcheck, 2016). We did not
build a piecewise model because the local estimation process requires
prior information on the expected relationship (e.g., linear, exponential,
or logistic) between each pair of linked variables; with 16 endogenous var-
iables and 64 paths in our model, we were not prepared to specify all com-
ponents of a piecewise model. Instead, we used a traditional linear model
structure in combination with transformed (to increase normality) vari-
ables. This simpler approach was prudent, as our initial focus was on global
estimation and overall modelfit (Grace et al., 2010). But future workwould
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benefit from a confirmatory PA test of the systems-level model shown in
Fig. 3.

We foresee many opportunities to build upon and improve the PA
model, particularly if others approach this work with the creative and ex-
pansive philosophy that typifies macrosystems ecology research. Climate
change and population growth pose significant threats to human and envi-
ronmental health. But by integrating diverse data resources, it may also be
possible to anticipate and mitigate those threats.

Supplementary data to this article can be found online at https://doi.
org/10.1016/j.scitotenv.2023.162486.
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Abstract 

Continental scale models of linked human−environmental health have shown that 

environmental disturbances, such as land use alterations and climate change, can have significant 

consequences for human health. However, these human−environment links may vary among 

demographic groups and geographic regions that experience different environmental and 

socioeconomic conditions. In this study, we develop a macrosystems ecology framework to 

evaluate differences in environmental and socioeconomic influences on human health outcomes 

among Black and White residents within three subregions of the conterminous United States. 

We begin by compiling a large database of environmental variables, socioeconomic variables, 

and age-adjusted mortality rates within U.S. counties. Next, we parse the data into six distinct 

subsets, representing three regions (Northeast, Southeast, and Southern Plains) and two 

demographic groups (Black and White residents). Six independent random forest models are 

then built to identify the strongest predictors of mortality for each regional and demographic 

subgroup (3 regions × 2 races). Finally, six independent path analysis models are built and used 

to explore multi-step pathways among the environmental and socioeconomic factors that 

influence mortality rates for each race and in each region. Results among regions and races are 

highly variable but include several key insights: (1) socioeconomic influences, particularly 

education and income, are consistently the strongest predictors of mortality rate; (2) 

environmental variables, particularly land cover characteristics, have predictable influences on 

education and income; and (3) the climate variables air temperature and precipitation have 

critical, regulatory effects on all environmental, socioeconomic, and human health variables.
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Introduction 

Faced with growing evidence that environmental perturbations, such as climate change 

and deforestation, can have significant consequences for human health (Ebi et al., 2018; 

Guernier et al., 2004; Romanello et al., 2021), many ecologists and environmental scientists have 

extended their work to incorporate indicators and drivers of human well-being. These expanded 

efforts range from conceptual models and general advice for applying ecological tools to new 

human health questions (e.g., Burnside et al., 2012; Ulrich et al., 2022) to granular, empirical 

studies of linked human-environmental health in a specific region (e.g., Angermeier et al., 2021) 

or natural resource context (e.g., Engemann et al., 2019). They also seek to break down 

traditional, disciplinary boundaries between social and ecological systems research (e.g., 

Dunham et al., 2018; Fleishman & Brown, 2019). 

Two recent studies used a macrosystems ecology approach (sensu Heffernan et al., 2014), 

combining large-scale, multidisciplinary data sets at the continental scale, to identify links 

between environmental conditions, socioeconomic factors and human health. Walls and 

McGarvey (2023a) began by assembling a set of 76 socioeconomic and environmental 

covariates, then using them as predictors in a random forest (RF) model of age-adjusted 

mortality rate (AAMR) in counties throughout the conterminous United States (CONUS). Their 

model accounted for 76% of the CONUS-scale variation in AAMR and identified a shortlist of 

socioeconomic, climatic, geologic, and land use covariates with the strongest individual effects 

on AAMR. Walls and McGarvey (2023b) then extended the RF modeling results by organizing 

the most influential AAMR predictors within a path analysis (PA) model. This produced a 

quantitative, systems-level map of direct and indirect effects of each covariate on AAMR. For 

instance, their path model showed that smoking has a stronger effect on AAMR than poverty, 
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food insecurity, obesity, or level of physical activity, but smoking prevalence was itself 

influenced by poverty and food insecurity, as well as land cover and air temperature. 

One limitation of the national-scale AAMR model of Walls and McGarvey (2023b) is the 

potential for CONUS-level data to obscure key differences in environment—health relationships 

among subregions and/or demographic subgroups. Clear spatial trends in human mortality rate 

have previously been reported among U.S. counties, with highest rates clustered in the Southeast 

and Appalachian regions (Dwyer-Lindgren et al., 2017; Ezzati et al., 2008). This spatial 

clustering is likely to reflect regional differences in the environmental and socioeconomic factors 

that influence mortality. For example, high mortality rates in Appalachia are linked to the 

historical legacies of coal mining and industrial logging, which capitalized on the region’s 

abundant natural resources but left many local communities isolated and impoverished (Borak et 

al., 2012; Partridge et al., 2013). 

Furthermore, consistent differences in AAMR have been documented among racial 

groups, with lowest mortality rates most often exhibited by Whites and significantly higher rates 

exhibited by Blacks (Cunningham et al., 2017). This racial disparity is attributed to multiple 

socioeconomic and environmental causes, such as unequal healthcare access (Sudano & Baker, 

2006), differing exposure to heat stress (Graff et al., 2021), and a discriminatory history of toxic 

waste disposal (Bullard, 1993). It is also persistent among studies that focus on state (Harper et 

al., 2014), county (Davids et al., 2014), and city-level demographics (Benjamins et al., 2021). 

Regional and racial trends in AAMR suggest that sub-models may be necessary to fully 

understand environmental-health relationships within the CONUS. Our present objective is 

therefore to identify potential differences in the effects that environmental and socioeconomic 

factors have on AAMR, comparing results among CONUS subregions and among White and 
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Black populations. We accomplish this through a three-stage process. First, we delineate three 

subregions – the Northeast, Southeast, and Southern Plains (Fig. 1) – that allow us to focus on 

finer-scale environmental and socioeconomic effects on AAMR than the CONUS-scale data 

used by Walls and McGarvey (2023b). Next, we assemble a set of 85 covariates, representing 

five key themes of information (geologic, climatic, hydrologic, land cover, and socioeconomic 

covariates), and use RF modeling to identify the strongest predictors of AAMR. Separate RF 

models are built for White and Black AAMR values in each of the three subregions (i.e., six 

independent models). Finally, independent PA models are built for White and Black residents of 

each subregion, testing for racial or regional differences in the multi-step pathways that link 

environmental and socioeconomic factors to AAMR. 

Materials and Methods  

Data collection and management 

A complete record of all environmental, socioeconomic, and mortality data used herein is 

provided in Walls and McGarvey (2023a, b). In summary, environmental data were downloaded 

(Feb. 2020) from two sources: (1) the 1:100,000 scale National Hydrography Dataset (NHD), 

Version 2 digital stream network (Mckay et al., 2012); and (2) the US Environmental Protection 

Agency Stream-Catchment (StreamCat) database (Hill et al., 2016). The StreamCat data 

represent a broad range of physicochemical characteristics (water quality, land cover, geology 

and morphology, etc.) and were linked to discrete NHD stream/river segments with unique 

‘COMID’ index codes. The environmental data were superimposed on a digital map of US 

counties, then three county-level summary statistics – the minimum, median, and maximum of 

multiple stream/river segments within a given county – were calculated for each environmental 

p. 39



Fig. 1.  Ecoregion and age-adjusted mortality rate (AAMR) maps. Panel A shows the spatial 

boundaries of the nine aggregate ecoregions of Herlihy et al. (2008). Ecoregion labels are: WMT 

– Western Mountains (Northwest); XER – Xeric; NPL – Northern Plains; SPL – Southern Plains;

TPL – Temperate Plains; UMW – Upper Midwest; CPL – Coastal Plain (Southeast); SAP –

Southern Appalachians; NAP – Northern Appalachians (Northeast). Panel B shows the county-

level distribution of total AAMR (all demographic groups combined) throughout the conterminous

U.S. Panel C shows AAMR for White residents of subset counties in the Northeast, Southeast, and

Southern Plains subregions. Panel D shows AAMR for Black residents in each of the three

subregions. All maps are shown at a common scale. The color scheme used to illustrate AAMR

data is identical in panels B-D.
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covariate (see Fig. 1 in Walls & McGarvey, 2023b). This resulted in a list of 596 environmental 

covariates for every county within the CONUS. Principal component analysis was then used to 

select a subset of 85 covariates (Table S1) that represented much of the information in the 

complete set of environmental covariates while minimizing collinearity (|r|< 0.7) among 

covariates. 

County-level socioeconomic data were downloaded (Dec. 2021) from four sources. 

Prevalence of adults with a bachelor’s degree, adults without health insurance, and the 

percentage of renter occupied housing were obtained from the U.S. Census Bureau, American 

Community Survey (www.census.gov/programs-surveys/acs/). Prevalence of adult smokers, 

physical inactivity, food insecurity, violent crime, and housing shortages were downloaded from 

the County Health Rankings and Roadmaps website (www.countyhealthrankings.org; Remington 

et al., 2015). Degree of ruralness and social association rate were also obtained from the County 

Health Rankings. Data on religious activity and affiliation were obtained from the U.S. Religious 

Census (Grammich et al., 2012). Finally, the county-level Leaf Area Index (LAI) was 

downloaded from (Russette et al., 2021) and used as a measure of green space. All 

socioeconomic covariates are listed with units of measure in Table S1. 

Age-adjusted mortality rate, representing all documented causes of mortality, was 

downloaded (July 2022) for all CONUS counties from the US Centers for Disease Control and 

Prevention, Wide-ranging Online Data for Epidemiologic Research platform 

(https://wonder.cdc.gov/). Separate mortality rates were downloaded for two demographic or 

racial subgroups: non-Hispanic Whites (W-AAMR) and Blacks or African Americans (B-

AAMR). All AAMR values were calculated as the average number of deaths per 100,000 White 

or Black residents within the county between 1999-2017. 
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When all environmental, socioeconomic, and AAMR data were aligned within CONUS 

counties, we used imputation to replace missing values. Approximately 0.2% of all county × 

covariate entries were missing values. Imputation was performed with the ‘missForest’ package 

in R (Stekhoven & Bühlmann, 2012). All covariates were then transformed to improve 

normality, using the ‘Rita’ package (Mattei & Ruscio, 2022) in R. The B-AAMR and W-AAMR 

data were already normally distributed and not transformed. 

Delineating CONUS subregions 

We used the nine ecoregions of (Herlihy et al., 2008) as a starting point to delineate 

subregions (Fig. 1A). The nine ecoregions are aggregates of the original level III ecoregions of 

(Omernik, 1987). They provide a simplified, regional classification scheme while still capturing 

many of the historic, climatic, and geologic influences that regulate terrestrial and aquatic 

environments throughout the CONUS. The nine aggregate ecoregions have also been used to 

account for underlying biogeographical influences in national-scale studies of physical and 

biological systems. For example, Hill et al. (2017) modeled the health of macroinvertebrate 

assemblages in freshwater systems throughout the CONUS, taking care to specify unique 

models for each of the nine ecoregions. Similarly, Kaufmann et al. (2022) modeled physical 

habitat in a national sample of streams and rivers, with separate models developed for each 

ecoregion. 

From the nine ecoregions, three were selected to represent a broad range of 

environmental, socioeconomic, and human health conditions: the Northeast (Northern 

Appalachians in Fig. 1A), Southeast (Coastal Plain in Fig. 1A), and Southern Plains. Summary 

statistics comparing a suite of environmental and socioeconomic covariates among the three 

selected ecoregions are provided in Table 1. Next, we removed any counties that did not have 
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Table 1.  Summary statistics (minimum, median, maximum, and transformation) for select 
variables in each of the three subregions. Variables are organized by class (Human health, 
Geology/Morphology, Climate, Land cover/Land use, and Socioeconomic) with units of measure 
shown in parentheses. Separate age-adjusted mortality rate (AAMR) statistics are shown for Black 
and White residents. The 20 environmental and socioeconomic variables listed here were used in 
the subregional path analysis models of AAMR. 

Subregion 
Variable class Variable Statistic So. Plains Southeast Northeast 
Human health AAMR Black Min. 0.50 0.64 0.41

(deaths per 100,000) Median 1.04 1.11 0.78
Max. 3.13 1.39 1.42
S.D. 0.28 0.11 0.19
Transformation NA NA NA

AAMR White Min. 0.65 0.71 0.61
(deaths per 100,000) Median 0.90 0.95 0.78

Max. 1.15 1.21 0.91
S.D. 0.11 0.09 0.06
Transformation NA NA NA

Geology Elevation Min. -2.09 -2.24 -2.53
(m) Median 0.24 0.03 0.05

Max. 1.43 4.14 2.57
S.D. 1 1 1
Transformation Log Arc-sine Arc-sine

Climate Air temperature Min. -2.64 -3.48 -2.29
(C°) Median -0.16 0.11 -0.18

Max. 3.63 1.98 3.97
S.D. 1 1 1
Transformation Logit Arc-sine Logit

Precipitation Min. -1.57 -3.86 -1.84
(mm per yr) Median -0.22 -0.01 -0.13

Max. 1.77 1.78 2.05
S.D. 1 1 1
Transformation Logit Arc-sine Logit

Land cover Crop cover Min. -1.50 -1.04 -1.07
(% by area) Median 0.19 0.02 -0.04

Max. 2.25 3.24 3.58
S.D. 1 1 1
Transformation Arc-sine Logit Logit

Forest cover Min. -1.17 -1.45 -2.87
(% by area) Median -0.20 0.39 0.21

Max. 2.38 2.07 2.41
S.D. 1 1 1
Transformation Log Arc-sine Logit
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Table 1.  Continued. 
Pesticide use Min. -2.29 -3.51 -3.70
(kg/km2/yr) Median 0.15 0.33 0.15

Max. 3.20 2.51 1.80
S.D. 1 1 1
Transformation Arc-sine Log Log

Road density Min. -2.18 -3.05 -2.22
(km/km2) Median -0.15 0.09 -0.19

Max. 5.69 2.91 4.45
S.D. 1 1 1
Transformation Sqrt Log Log

Socioeconomic College degree Min. -3.27 -4.44 -2.93
(% by population) Median -0.15 -0.26 -0.04

Max. 3.15 3.79 2.13
S.D. 1 1 1
Transformation Sqrt Sqrt Logit

Food insecure Min. -2.25 -3.99 -2.87
(% by population) Median -0.22 -0.10 0.19

Max. 2.83 3.02 2.89
S.D. 1 1 1
Transformation Logit Arc-sine Logit

High school education Min. -2.40 -5.09 -2.86
(% by population) Median -0.07 0.12 0.08

Max. 4.38 2.21 1.85
S.D. 1 1 1
Transformation Logit Arc-sine Arc-sine

Physically inactive Min. -4.75 -2.28 -2.01
(% by population) Median -0.13 -0.00 -0.01

Max. 2.67 4.27 3.13
S.D. 1 1 1
Transformation Arc-sine Logit Logit

No high school diploma Min. -2.71 0.00 -2.78
(% by population) Median -0.16 32.02 0.09

Max. 2.31 74.53 2.42
S.D. 1 24.59 1
Transformation Sqrt Arc-sine Arc-sine

Obesity Min. -4.86 -3.30 -4.12
(% by population) Median -0.09 0.13 0.14

Max. 2.32 3.91 1.68
S.D. 1 1 1
Transformation Arc-sine Arc-sine Arc-sine
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Table 1.  Continued. 
Rural Min. -2.81 -2.65 -2.23
(% by population) Median 0.09 -0.06 0.13

Max. 1.62 1.49 2.47
S.D. 1 1 1
Transformation Sqrt Arc-sine Arc-sine

Physical illness Min. -2.08 -3.84 -2.18
(avg. no./month) Median -0.07 0.06 -0.10

Max. 3.13 2.47 2.83
S.D. 1 1 1
Transformation Logit Log Logit

Population Min. -1.57 -1.87 -4.97
(no./km2) Median -0.25 -0.20 0.12

Max. 2.88 3.26 2.33
S.D. 1 1 1
Transformation Sqrt Sqrt Log

Poverty Min. -3.73 -3.78 -3.34
(% by population) Median -0.03 -0.01 0.02

Max. 4.09 2.87 2.23
S.D. 1 1 1
Transformation Arc-sine Sqrt Arc-sine

Religion Min. -3.57 -4.12 -2.71
(% by population) Median -0.08 -0.00 -0.03

Max. 3.34 3.79 3.27
S.D. 1 1 1
Transformation Sqrt Logit Logit

Smoking Min. -3.56 -4.54 -3.81
(% by population) Median -0.04 0.01 0.17

Max. 2.82 3.47 1.91
S.D. 1 1 1
Transformation Arc-sine Arc-sine Arc-sine

Violent crime Min. -3.08 -3.07 -2.49
(% by population × Median -0.12 -0.09 -0.09
100,000) Max. 2.93 3.29 3.43

S.D. 1 1 1
Transformation Sqrt Sqrt Sqrt
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paired W-AAMR and B-AAMR data (some counties did not have enough Black residents to 

report B-AAMR). Counties that crossed ecoregion boundaries were partitioned with a ‘majority 

rule’ spatial overlay process: all counties that were at least 50% contained (by surface area) 

within a given ecoregion were included in the respective query. Given the particularly large 

spatial extents of the Southeast and Southern Plains ecoregions (Fig. 1A), we further subset their 

constituent counties by states. In the Southeast, we included counties within Arkansas, 

Louisiana, Mississippi, and Alabama. This provided a large sample of counties (n = 223 

counties) within the lower Mississippi and Mobile River Basins. In the Southern Plains, we 

included counties within Texas, Oklahoma, Kansas, and Nebraska (n = 155). The Northeast 

subregion was inclusive of all counties in the Northern Appalachian ecoregion (n = 124) between 

Maine and Ohio. 

Next, we tested for spatial autocorrelation in AAMR. This was prudent because 

significant autocorrelation in county-level AAMR was previously reported for the entire 

CONUS (p < 0.01 for Moran’s I; see Walls & McGarvey, 2023b) and the linear model equations 

used in path analysis (see below) are sensitive to autocorrelation. Separate autocorrelation tests 

were performed for each of the three subregions, using B-AAMR and W-AAMR as independent 

response variables. We first calculated centroid coordinates ([maximum longitude/latitude – 

minimum longitude/latitude] × 0.5) for each county within the three subregions. We then 

compiled a list of neighbors for each county, where neighbors were defined as all counties with 

centroids that occurred within a 25 km radius of the centroid of a focal county. We did not define 

neighbors as counties with shared edges because some counties in the Northeast subregion were 

much larger (particularly in Maine) than counties in the Southeast or Southern Plains (Fig. 1B). 

A global Moran’s I statistic was calculated for each subregion and a threshold of p < 0.05 was 
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used with the I statistic to test for significant autocorrelation. Notably, we did not detect 

significant autocorrelation in the county-level B-AAMR or W-AAMR data in any of the three 

subregions (Table S2). All queried counties in each of the subregions were therefore used in RF 

and PA models. 

Finally, we performed a paired samples t-test comparing B-AAMR and W-AAMR in 

each of the three subregions. In each test, the null hypothesis of no difference was compared to 

the 1-sided alternative: B-AAMR > W-AAMR. The a priori expectation that B-AAMR > W-

AAMR was consistent with prior work documenting higher mortality rates for Blacks than 

Whites (e.g., Cunningham et al., 2017). Counties with paired B-AAMR and W-AAMR data 

(Fig. 1C, D) were used as replicates in each of the subregional tests; counties lacking paired B-

AAMR and W-AAMR data were excluded. 

Random forest modeling 

The RF modeling process is fully described in Walls and McGarvey (2023a). Briefly, in 

each of the three subregions, independent RF models were built for B-AAMR and W-AAMR 

(i.e., six independent models). The complete list of 85 covariates (Table S1) was used to fit each 

model. All RF models included an arbitrarily large number of trees (ntree = 1000) and the 

number of covariates tested at each branching node (mtry = 28) was approximately 1/3 of the 

total number of covariates. RF models were fit with the ‘randomForest’ package in R (Liaw & 

Wiener, 2002). 

For each RF model, we recorded the percent increase in mean squared error (%IncMSE) 

statistic for each of the 85 covariates. We then used the %IncMSE values to determine which 

covariates had the strongest influences on B-AAMR and W-AAMR in each subregion. The 
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%IncMSE values were subsequently used to guide the selection of covariates for inclusion in PA 

models. 

Path analysis 

The general PA process of Walls and McGarvey (2023b) was adapted to model B-

AAMR and W-AAMR within each of the three subregions. We began with a metamodel of 

nested links among environmental influences, socioeconomic factors, and AAMR (Fig. 2). This 

metamodel was similar to the metamodel of Walls and McGarvey (2023b; see their Fig. 1), but 

the present model focused exclusively on human health and did not include a direct measure of 

ecosystem health. This was prudent because the smaller numbers of counties within subregions 

constrained the sample sizes in subregional PA models, limiting our ability to fit complex 

models with multiple endpoints and many links. 

Next, an exploratory process was used to model B-AAMR and W-AAMR in each of the 

three subregions, with independent path models fit to each of the six datasets (2 races × 3 

subregions). We selected individual covariates from each of five classes of covariates (geology/ 

morphology, climate, hydrology, land cover/land use, socioeconomic) and oriented them within 

a path model, using the metamodel (Fig. 2) as a guide. Initial covariate selections were guided by 

%IncMSE results from each of the respective RF models; within covariate classes, we prioritized 

covariates with the highest %IncMSE values. Iterative decisions to retain, replace, or remove 

paths and covariates in PA models were informed by path significance levels (p-values), path 

modifications indices, and three indices of overall model fit: the Standardized Root Mean 

Squared Residual (SRMR), Tucker-Lewis Index (TLI) and Comparative Fit Index (CFI). 
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Fig. 2.  Metamodel of hypothesized links between the five classes 

of covariates (geology/morphology, climate, hydrology, land cover/ 

land use, socioeconomic) and human health. 

Geology / Morphology

Climate

Hydrology Land cover

Socioeconomic

Human health
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Standard thresholds for ‘good’ model fit were used with each of the three fit indices (SRMR < 

0.09; TLI ≥ 0.90; CFI ≥ 0.95; see Fan et al., 2016). 

For each of the final PA models, we recorded the standardized path coefficient and p-

value for every path, the coefficient of determination (R2) for every endogenous variable, and the 

three indices of overall model fit. Prior to fitting PA models, all predictor variables were 

standardized (z-transformed) to prevent convergence errors that can result from large 

discrepancies in covariance (>3 orders of magnitude; see Walls and McGarvey, 2023b). PA 

modeling was performed with the ‘lavaan’ package in R (Rosseel, 2012). 

Results 

In each of the three subregions, B-AAMR was significantly higher than W-AAMR 

(p < 0.05; see Table 1). 

Random forest models showed that in all subregions, socioeconomic variables were 

the strongest predictors of B-AAMR and W-AAMR. Lack of a high school diploma 

(No_HS_Edu), lack of health insurance (No_HI_cov_Percent), poverty 

(IncomeBelowPov_Percent), physical inactivity (Pct_Physically_Inactive), and mental 

illness (Mentally_Unhealthy_Days) were particularly important and consistently ranked 

among the top-10 predictors for a given race × subregion model (Fig. 3). Among the 

remaining classes of covariates, geologic and land cover variables were generally the most 

influential. Nine geology variables and nine land cover variables were ranked in the top-

10 for at least one of the six sub-models. Hydrology and climate covariates were each 

represented among the top-10 by at least a single variable: base flow (BFIWs_max) and 

air temperature (TmeanCat_median). 
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Within subregions, the strongest predictors of B-AAMR and W-AAMR differed. 

For example, each of the top-10 (ranked by %IncMSE) predictors of W-AAMR in the 

Northeast was a socioeconomic variable (Fig. 3), but only two of the top-10 B-AAMR 

predictors – violent crime and poverty – were socioeconomic. Instead, hydrologic and 

geologic variables, such as base flow and compressive strength (CompStrgthCat_Max), 

had the strongest overall influences on B-AAMR. In the Southeast, the land cover 

variables crop cover (PctCrop2011Ws_median) and pesticide use (Pestic97Ws_max) were 

the strongest predictors of B-AAMR. The socioeconomic and land cover variables, 

percentage of adults with a college degree (College_degree) and herbaceous wetland cover 

(PctHbWet2011Ws_median), were the highest ranked predictors of W-AAMR in the 

Southeast. In the Southern Plains, B-AAMR was most strongly influenced by a mix of 

socioeconomic (e.g., social association, Social_Association_Rate), geologic (e.g., 

elevation, ElevCat_median), and land cover (e.g., deciduous forest cover, 

PctDecid2011Ws_max) variables. 

Guided by the RF model %IncMSE results, we constrained covariate selection in 

each of the six PA models to a pool of one geologic, two climatic, four land cover, and 13 

socioeconomic covariates (see Table 1). In the final PA models, all paths were significant at p ≤ 

0.05 and overall model fit was consistently good, as indicated by the CFI, TLI, and SRMR 

statistics (Table 2). For B-AAMR models, R2 values ranged from 0.09 (Southern Plains) to 0.43 

(Northeast). For W-AAMR models, R2 values ranged from 0.19 (Southeast) to 0.72 (Northeast). 

Across all subregions, air temperature, poverty, and smoking (Pct_Smokers) had the 

strongest overall influences on B-AAMR. Air temperature had a direct, positive association with 

B-AAMR in the Northeast (Fig. 4B) and Southeast regions (Fig. 5B). In the Southern Plains, air
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Black White Black White Black White
n 124 124 223 223 155 155
SRMR (< 0.09) 0.06 0.06 0.04 0.04 0.05 0.05
TLI (≥ 0.90) 0.95 0.97 0.98 0.98 1.00 0.97
CFI (≥ 0.95) 0.97 0.98 0.99 0.99 1.00 0.99
R 2 AAMR 0.43 0.72 0.26 0.19 0.09 0.48

Northeast Southeast Southern Plains 

Table 2. Summary statistics for the six final path analysis models (see Figs. 4-6). Results include the 
number of counties (n ) selected by the ‘majority rule’ spatial overlay process, three indices of 
model fit (SRMR, TLI, and CFI), and coefficients of determination (R 2) for the model response 
variable AAMR. Separate results are included for the the six demographic subgroup (Black and 
White) × subregions (Northeast, Southeast, and Southern Plains).

Statistic
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temperature, poverty, and smoking were each significant predictors of physical illness 

(Physically_Unhealthy_Days), the only covariate to have a direct, positive effect on B-AAMR 

(Fig. 6B). For W-AAMR, physical inactivity was the only consistent predictor among 

subregions. Physical inactivity had a direct, positive association with W-AAMR in the Southeast 

(Fig. 5A) and Southern Plains (Fig. 6A). In the Northeast, physical inactivity was a significant 

predictor of obesity (Pct_Obese), which in turn had a direct effect on W-AAMR (Fig. 4A).  

Other effects on AAMR were highly variable among subregions and demographic 

groups. In the Northeast, B-AAMR was significantly influenced by violent crime 

(Violent_Crime_Rate), physical inactivity, and forest cover (Fig. 4B). Religion, poverty, and 

obesity were significant predictors of B-AAMR in the Southeast (Fig. 5B). In the Southern 

Plains, B-AAMR was directly influenced by physical illness (Fig. 6B). In the Southeast, food 

insecurity (Pct_Food_Insecure) was the strongest predictor of W-AAMR (Fig. 5A). In the 

Southern Plains, college degree, physical inactivity, and precipitation (PrecipCat_median) were 

direct predictors of W-AAMR. (Fig. 6A) Smoking was the strongest predictor of W-AAMR in 

the Northeast, followed by obesity and poverty (Fig.4A).  

Land cover variables played a critical role in each subregion, where they mediated 

indirect pathways between environmental and socioeconomic variables. In the Northeast, air 

temperature and precipitation were significant predictors of forest cover, while forest cover was a 

key predictor of socioeconomic covariates that directly influenced B-AAMR and W-AAMR 

(Fig. 4). In the Southeast, indirect links from elevation (ElevCat_median) and air temperature to 

socioeconomic variables were mediated by crop cover (Fig. 5). In the Southern Plains, road 

density (RdDensCat_median) mediated indirect links between the environmental variables and 
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Fig. 4.  Path model diagrams of age-adjusted mortality rates (AAMR) for (A) White and (B) Black 

residents in Northeast counties. The four classes of predictor variables are indicated by color: 

yellow = geologic; blue = climatic; green = land cover; pink = socioeconomic. Variables shown in 

grey are indices of human health (AAMR). Exogenous variables are shown with an outer ring; all 

remaining variables are endogenous. Standardized path coefficients are listed along each path and 

all paths shown in the diagram are significant at p ≤ 0.05. Complete path analysis results (model 

fit statistics and coefficients of determination) are listed in Table 2. 
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Fig. 5.  Path model diagrams of age-adjusted mortality rates (AAMR) for (A) White and (B) Black 

residents in Southeast counties. The four classes of predictor variables are indicated by color: 

yellow = geologic; blue = climatic; green = land cover; pink = socioeconomic. Variables shown in 

grey are indices of human health (AAMR). Exogenous variables are shown with an outer ring; all 

remaining variables are endogenous. Standardized path coefficients are listed along each path and 

all paths shown in the diagram are significant at p ≤ 0.05. Complete path analysis results (model 

fit statistics and coefficients of determination) are listed in Table 2. 
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Fig. 6.  Path model diagrams of age-adjusted mortality rates (AAMR) for (A) White and (B) Black 

residents in Southern Plains counties. The four classes of predictor variables are indicated by color: 

yellow = geologic; blue = climatic; green = land cover; pink = socioeconomic. Variables shown in 

grey are indices of human health (AAMR). Exogenous variables are shown with an outer ring; all 

remaining variables are endogenous. Standardized path coefficients are listed along each path and 

all paths shown in the diagram are significant at p ≤ 0.05. Complete path analysis results (model 

fit statistics and coefficients of determination) are listed in Table 2. 
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B-AAMR, while pesticide use mediated indirect links between precipitation and W-AAMR (Fig.

6). 

Discussion 

This study examined regional and racial differences in environmental and socioeconomic 

factors that influence AAMR. In general, the six region × race PA sub-models did not predict 

AAMR as well as the CONUS-scale model of Walls and McGarvey (2023b). For instance, while 

indicators of overall path model fit were generally good (see Table 2), five of the six sub-models 

had AAMR R2 values < 0.5. Only the Northeast W-AAMR model had a higher R2 (0.72) than the 

Walls and McGarvey (2023b) model (AAMR R2 = 0.63). Lower R2 values may be due to the 

relatively simple structures of the sub-models; sample-size limitations (n = 124−233) prevented us 

from including as many environmental and socioeconomic covariates in the sub-models as the 

CONUS-scale model (n > 450; Walls & McGarvey, 2023b). However, lower R2 values may also 

indicate that our county-level environmental and socioeconomic data may be less well-suited to 

study local-scale health indicators than finer-scale information. For instance, Wheeler et al. (2015) 

used 1-km resolution environmental data to model drinking water contamination throughout the 

state of Iowa. We therefore predict that revisiting the pathways detected in the region × race sub-

models with finer-scale data will reveal new insight to the environmental and socioeconomic 

drivers of B-AAMR and W-AAMR.  

Despite their modest R2 values, the sub-models did indicate the metamodel structure (Fig. 

2), which mirrored the underlying structure of the CONUS-scale model (see Fig. 1 in Walls & 

McGarvey, 2023b), remains a useful tool for studying environmental and socioeconomic effects 

on human health. Geology and landscape morphology variables served as master, exogenous 
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influences on the climate, hydrology, and land cover variables that regulated socioeconomic 

conditions (Figs. 4-6). This consistency in general metamodel structure suggests that our systems-

level approach to the science of linked human-environmental health is applicable among spatial 

scales, regions, and racial demographics. 

Similar to the national AAMR model of Walls and McGarvey (2023b), two socioeconomic 

variables, smoking and physical inactivity, had consistently strong influences on AAMR (Fig. 3). 

Notably, these socioeconomic effects were pervasive among all regions and for both B-AAMR 

and W-AAMR (Figs. 4-6). Strong effects of smoking and physical inactivity were not surprising, 

as they have previously been linked to cancer, diabetes, and a variety of cardiovascular and 

respiratory diseases (Burns, 2003; Cecchini et al., 2010; Paffenbarger et al., 1993). 

Other key predictors of AAMR included covariates reflecting education (attainment of high 

school diploma or a college degree) and income (poverty, lack of health insurance, and food 

insecurity). Links between education, income, and human health have previously been attributed 

to the mediating effects of social-psychological well-being and behavior (Ross & Wu, 1995). Level 

of education is a strong predictor of income, while income is directly associated with health 

insurance and access to preventative medical care (Hargraves, 2004; Raghupathi & Raghupathi, 

2020). Similarly, education level is positively associated with psychological well-being, access to 

robust social support networks, and intentional self-care behaviors, such as avoidance of smoking 

and the pursuit of active lifestyles (Raghupathi & Raghupathi, 2020; Ross & Wu, 1995; Zajacova 

& Lawrence, 2018). 

One key difference among the strongest predictors of B-AAMR and W-AAMR was the 

importance of social cohesion. While the top predictors of W-AAMR (e.g., college degree, 

smoking and physical inactivity; Fig. 3) were similar to the leading predictors of overall AAMR 
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(all races combined) at the CONUS-scale (see Walls & McGarvey, 2023a, 2023b), B-AAMR was 

particularly responsive to social cohesion variables in the Southeast and Southern Plains. 

Specifically, the percent of adults who actively participate in an organized religion (Religion) was 

the third strongest predictor of B-AAMR in the Southeast, while the percent of adults with formal 

links to community organizations (Social_Association_Rate) was the top predictor of B-AAMR 

in the Southern Plains (Fig. 3). 

The potential health benefits of social cohesion have been explored in research on religious 

activity. Higher, more consistent levels of participation in religious functions are associated with 

robust social support structures and marital stability, both of which facilitate measurable reductions 

in stress (Hummer et al., 1999; Idler et al., 2017; Sissamis et al., 2022). Conversely, measurable 

harm may result when individuals with strong spiritual roots become estranged from organized 

religion (Abu-Raiya et al., 2016); effects may include depression, increased suicide risk, and 

increased mortality rates (Exline et al., 2000; Pargament et al., 2001). This suggests that additional 

research on social cohesion may be valuable in efforts to improve health outcomes for Black or 

other minoritized communities. 

Both the RF (Fig. 3) and PA results (Figs. 4-6) indicate that climate, represented by air 

temperature and precipitation, are fundamental determinants of AAMR. Direct effects of climate 

may be realized through extreme precipitation or temperature events. For instance, flooding may 

increase the risk of drowning (Haines et al., 2006; Zhang et al., 2021) or exposure to untreated 

sewage overflows (Jagai et al., 2015; Wade et al., 2014), while heat waves lead directly to heat 

stroke (Hoshiko et al., 2010; Kovats & Hajat, 2008). Exposure to heat waves may be particularly 

problematic for Black residents in the Southeast, where air temperature was positively correlated 

with B-AAMR (Fig. 5B), but negatively correlated with W-AAMR (Fig. 5A). This difference may 
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reflect inequal access to efficient, temperature-controlled housing (Kontokosta et al., 2020; Kovats 

& Hajat, 2008; Romanello et al., 2021) or a disproportionate percentage of Black individuals who 

are vulnerable to heat stress, due to pre-existing cardiovascular or chronic respiratory diseases 

(Basu, 2009; Jesdale et al., 2013; McMichael et al., 2006). 

Despite the potential harm caused by direct climate-health links, we believe the most 

pervasive effects of climate on human health may be indirect. As predicted by the metamodel (Fig. 

2), the PA results confirmed air temperature and precipitation have significant, indirect effects 

AAMR that are mediated by land cover and socioeconomic factors. For example, in the Northeast, 

temperature and precipitation are essential predictors of forest cover (Fig. 4). Forest cover, in turn, 

predicts poverty, while poverty is linked to multiple socioeconomic variables (e.g., smoking and 

violent crime) that directly influence both B-AAMR and W-AAMR. This sequence of influences 

makes sense in a historical context. Climate and local geology promoted growth of the large, dense 

timber stands that once sustained a robust logging industry in the Northeast (Thompson et al., 

2013). However, the subsequent decline of industrial logging and the rise of urban and agricultural 

land conversion created an inverse relationship between contemporary forest cover and poverty, 

as exhibited in the Northeast PA models (Fig. 4). 

The observed negative link between air temperature and crop cover in the Southeast (Fig. 

5) is likely a reflection of heat stress. Increasing prevalence of extreme heat events is a major

concern for the agricultural industry in the Southeast, where the most productive plots often occur 

in relatively cool areas (Asseng, 2013). Local crop production and its associated revenues are in 

turn linked to wages and unemployment rates (Piontak & Schulman, 2014), as well as high 

prevalence of food insecurity and malnutrition in the Southeast (McMichael et al., 2006). 
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This work is an early step in the effort to understand how the health of Black and White 

communities may respond to environmental and/or socioeconomic changes. The six PA models 

lay the groundwork for identifying distinct multi-step pathways between environmental and 

socioeconomic variables that play a key role in driving regional and racial mortality trends within 

the CONUS. Our results highlight three major findings. First, education and income are 

consistently the strongest predictors of B-AAMR and W-AAMR within all three subregions 

(Northeast, Southeast, and Southern Plains). Second, mortality trends among subregions are driven 

by differences in environmental influences on socioeconomic predictors. For instance, forest cover 

had a significant influence on income in the Northeast. But crop cover had a direct influence on 

education in the Southeast subregion. Third, climate variables, air temperature and precipitation, 

have the most widespread influence on linked human-environmental health systems among regions 

and demographic subgroups. 

The relatively low R2 values observed for the PA models, combined with the modest 

number of variables used (relative to the CONUS model of Walls & McGarvey, 2023b) to 

represent the overall interconnections between the environment, socioeconomic factors and human 

health indicate that we did not capture all relevant factors in this study. There are likely finer scale, 

predictor of mortality trends that were not considered in this analysis. For instance, links between 

increased risk of vector-borne diseases and differing socioeconomic and climate change conditions 

have been well documented in previous studies (Guernier et al., 2004; Springer & Johnson, 2018), 

but were not evaluated in this study. We therefore encourage future studies to incorporate new, 

finer-scales variables to the dataset. We predict these additions to future macrosystem ecology 

studies would be useful for addressing uncertainties surrounding the widespread and varied 

consequences of global environmental change. 
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Variable Description Class Units Source
ArbolateSum_min Total length of all upstream segments (minimum) geology/morphology km Mckay et al. (2012)
AreaSqKM_median Area of watershed (median) geology/morphology km2 Mckay et al. (2012)
ElevCat_median Elevation (median within catchment) geology/morphology m Mckay et al. (2012)
SLOPE_max Slope (maximum) geology/morphology m/m Mckay et al. (2012)
StreamLevel_min Stream level (minimum) geology/morphology unitless Mckay et al. (2012)
StreamOrder_max Stream order (maximum) geology/morphology unitless Mckay et al. (2012)
TotDASqKM_median Total drainage area (median) geology/morphology km2 Mckay et al. (2012)
AgKffactWs_max Soil erodibility factor (maximum within watershed) geology/morphology unitless Hill et al. (2016)
CaOWs_max Lithologic calcium oxide content (maximum within watershed) geology/morphology % by volume Hill et al. (2016)
ClayCat_median Soil clay content (median within catchment) geology/morphology % by mass Hill et al. (2016)
CoalMineDensCat_max Coal mine density (maximum within catchment) geology/morphology no./km2 Hill et al. (2016)
CoalMineDensWs_median Coal mine density (median within watershed) geology/morphology no./km2 Hill et al. (2016)
CompStrgthCat_max Lithologic compressive strength (maximum within catchment) geology/morphology mega Pascals Hill et al. (2016)
Fe2O3Ws_median Lithologic ferric oxide content (median within watershed) geology/morphology % by volume Hill et al. (2016)
HydrlCondWs_median Lithologic hydraulic conductivity (median within watershed) geology/morphology ?m/sec Hill et al. (2016)
MgOWs_median Lithologic magnesium oxide content (median within watershed) geology/morphology % by volume Hill et al. (2016)
NWs_median Lithologic nitrogen content (median within watershed) geology/morphology % by mass Hill et al. (2016)
OmWs_max Soil organic matter content (maximum within watershed) geology/morphology % by mass Hill et al. (2016)
P2O5Ws_median Lithologic phosphorus oxide content (median within watershed) geology/morphology % by volume Hill et al. (2016)
PctAlluvCoastWs_max Lithologic alluvium and fine texture coastal zone sediment (maximum within watershed) geology/morphology % by volume Hill et al. (2016)
PctCarbResidWs_median Lithologic carbonate residual content (median within watershed) geology/morphology % by volume Hill et al. (2016)
PctColluvSedWs_median Lithologic colluvial sediment content (median within watershed) geology/morphology % Hill et al. (2016)
PctEolCrsWs_median Lithologic fine-textured sediment (median within watershed) geology/morphology % by volume Hill et al. (2016)
PctEolFineWs_max Lithologic fine-textured sediment (maximum within watershed) geology/morphology % by volume Hill et al. (2016)
PctGlacLakeCrsWs_max Lithologic glacial till coarse-textured content (maximum within watershed) geology/morphology % by volume Hill et al. (2016)
PctGlacTilLoamWs_max Lithologic glacial till loamy content (maximum within watershed) geology/morphology % by volume Hill et al. (2016)
PctHydricWs_median Lithologic peat and muck content (median within watershed) geology/morphology % by volume Hill et al. (2016)
PctNonCarbResidWs_median Lithologic non-carbonate residual content (median within watershed) geology/morphology % by volume Hill et al. (2016)
PermCat_max Soil permeability (maximum within catchment) geology/morphology cm/hr Hill et al. (2016)
RckDepWs_min Depth to bedrock (minimum within watershed) geology/morphology cm Hill et al. (2016)
SandWs_median Sand content of soils (median within watershed) geology/morphology % by mass Hill et al. (2016)
SiO2Ws_min Lithologic silicon dioxide content (minimum within watershed) geology/morphology % by volume Hill et al. (2016)
PrecipCat_median Annual precipitation (median within catchment) climate mm/yr Hill et al. (2016)
TmeanCat_median Mean annual air temperature (median within catchment) climate degrees C Hill et al. (2016)
BFIWs_max Baseflow index (groundwater influence) (maximum within watershed) hydrology % of total flow Hill et al. (2016)
RunoffWs_max Runoff (maximum within watershed) hydrology mm/yr Hill et al. (2016)
WetIndexCat_max Soil wetness index (maximum within catchment) hydrology unitless Hill et al. (2016)
WtDepWs_median Water table depth of soils (median within watershed) hydrology cm Hill et al. (2016)
AllForest_median Combined deciduous + evergreen + mixed forest land cover (median within watershed) land cover/land use % by area Hill et al. (2016)
InorgNWetDep_2008Ws_median Inorganic nitrogen wet deposition (median within watershed) land cover/land use kg of N/ha/yr Hill et al. (2016)
IWI_v2_1_median Index of Watershed Integrity version 2 (median within watershed) land cover/land use unitless Hill et al. (2016)
ManureWs_median Nitrogen manure application (median within watershed) land cover/land use kg/ha/yr Hill et al. (2016)
NPDESDensCat_max National Pollutant Discharge Elimination System sites (maximum within catchment) land cover/land use no./km2 Hill et al. (2016)
NPDESDensWs_median National Pollutant Discharge Elimination System sites (median within watershed) land cover/land use no./km2 Hill et al. (2016)
PctAg2006Slp20Cat_max Agricultural land cover (maximum within catchment) land cover/land use % by area Hill et al. (2016)
PctBl2011Ws_median Barren land cover (median within watershed) land cover/land use % by area Hill et al. (2016)
PctConif2011Cat_max Evergreen forest land cover (maximum within catchment) land cover/land use % by area Hill et al. (2016)
PctCrop2011Ws_median Crop land use (median within watershed) land cover/land use % by area Hill et al. (2016)
PctDecid2011Ws_max Deciduous forest land cover (maximum within watershed) land cover/land use % by area Hill et al. (2016)
PctGrs2011Ws_max Grassland herbaceous cover (maximum within watershed) land cover/land use % by area Hill et al. (2016)
PctHay2011Ws_median Hay land use cover (median within watershed) land cover/land use % by area Hill et al. (2016)
PctHbWet2011Ws_median Herbaceous wetland cover (median within watershed) land cover/land use % by area Hill et al. (2016)
PctIce2011Ws_median Ice/snow land cover (median within watershed) land cover/land use % by area Hill et al. (2016)
PctImp2011Ws_median Impervious surface cover (median within watershed) land cover/land use % by area Hill et al. (2016)
PctMxFst2011Ws_median Mixed deciduous/evergreen forest (median within watershed) land cover/land use % by area Hill et al. (2016)
PctNonAgIntrodManagVegWs_median Managed nonnative vegetation cover (median within watershed) land cover/land use % by area Hill et al. (2016)
PctShrb2011Ws_median Shrub/scrub land cover (median within watershed) land cover/land use % by area Hill et al. (2016)

Table S1.  List of the 85 covariates and 2 response variables included in the path analysis models. Covariate descriptions, variable classes, units of measure, and original data source citations (see references in main text) are shown.
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PctWdWet2011Cat_median Woody wetland cover (median within catchment) land cover/land use % by area Hill et al. (2016)
Pestic97Ws_max Pesticide use (maximum within watershed) land cover/land use kg/km2/yr Hill et al. (2016)
Pestic97Ws_median Pesticide application (median within watershed) land cover/land use kg/km2 Hill et al. (2016)
RdDensCat_median Road density (median within catchment) land cover/land use km/km2 Hill et al. (2016)
SuperfundDensCat_max Superfund sites (maximum within catchment) land cover/land use no./km2 Hill et al. (2016)
SuperfundDensWs_min Superfund sites (minimum within watershed) land cover/land use no./km2 Hill et al. (2016)
TRIDensCat_max Toxic Release Inventory sites (maximum within catchment) land cover/land use no./km2 Hill et al. (2016)
TRIDensWs_median Toxic Release Inventory sites (median within watershed) land cover/land use no./km2 Hill et al. (2016)
PopDen2010Ws_max Human population density (maximum within watershed) socioeconomic no./km2 Hill et al. (2016)
LAI Leaf area index (surface area of green vegtation per unit ground surface area; mean within county) socioeconomic unitless Russette et al. (2021)
Religion Individuals who adhere to any organized religion, as percent of adult population socioeconomic % by population Grammich et al. (2012)
No_HS_Edu Individuals with a less than a high school diploma, as percent of adult population socioeconomic % by population American Community Survey (US Census Bureau)
HS_Edu Individuals with a high school diploma only, as percent of adult population socioeconomic % by population American Community Survey (US Census Bureau)
Some_College Individuals with some college or associates degree, as percent of adult population socioeconomic % by population American Community Survey (US Census Bureau)
College_degree Individuals with a bachelor's degree or higher, as percent of adult population socioeconomic % by population American Community Survey (US Census Bureau)
IncomeBelowPov_Percent Individuals whose income in the last 12 months is below the poverty level, as percent of adult population socioeconomic % by population American Community Survey (US Census Bureau)
No_HI_cov_Percent Individuals lacking health insurance, as percent of adult population socioeconomic % by population American Community Survey (US Census Bureau)
Renter_Occ_Percent Individuals renting their main residence, as percent of adult population socioeconomic % by population American Community Survey (US Census Bureau)
Pct_Smokers Active smokers, as percent of adult population socioeconomic % by population Remington et al. (2015)
Pct_Physically_Inactive Inactive individuals, as percent of adult population socioeconomic % by population Remington et al. (2015)
Physically_Unhealthy_Days Poor physical health days, as average number reported per month socioeconomic avg. no./month Remington et al. (2015)
Mentally_Unhealthy_Days Poor mental health days, as average number reported per month socioeconomic avg. no./month Remington et al. (2015)
Pct_Obese Obesity (reported BMI >= 30), as percent of adult population socioeconomic % by population Remington et al. (2015)
Social_Association_Rate Individuals with formal links to community programs, as percent of adult population ÷ 10,000 socioeconomic % by population ÷ 10,000 Remington et al. (2015)
Violent_Crime_Rate Number of violent crimes, as percent of adult population × 100,000 socioeconomic % by population × 100,000 Remington et al. (2015)
Pct_Severe_Housing_Problems Individuals lacking secure and fully functional housing, as percent of adult population socioeconomic % by household Remington et al. (2015)
Pct_Food_Insecure Individuals lacking adequate access to food, as percent of adult population socioeconomic % by population Remington et al. (2015)
Pct_Rural Individuals living in designated rural communities, as percent of total adult population socioeconomic % by population Remington et al. (2015)
W-AAMR Human age-adjusted mortality rate for non-Hispanic whites response variable no./100,000 US Centers for Disease Control and Prevention
B-AAMR Human age-adjusted mortality rate for non-Hispanic blacks response variable no./100,000 US Centers for Disease Control and Prevention

Table S1.  Continued .
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Statistic White Black White Black White Black
n

I -0.004 -0.069 -0.027 0.022 -0.033 -0.004
variance 0.033 0.033 0.016 0.016 0.065 0.007
p -value 0.463 0.603 0.553 0.401 0.491 0.339

Northeast Southeast Southern Plains

Table S2. Results from Moran's I tests of spatial autocorrelation. Separate results are listed
for White and Black age-adjusted morality rate in each of the three study regions.

124 223 155
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