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Abstract 

Early adolescents who engage in polysubstance use, defined as the use of three or more 

different substances, are at particularly high risk of future substance use disorders and adverse 

psychosocial outcomes. However, little is known about the development of substance use 

patterns during early adolescence, particularly among youth living in urban settings. Although 

theory and research suggest that youth with greater externalizing behaviors (e.g., aggression, 

delinquent behavior) may be more likely to escalate to polysubstance use at an early age, few 

studies have examined bidirectional relations between externalizing symptoms and 

polysubstance use. The goal of this study was to (a) identify subgroups of middle school students 

based on their history of initiation and recent substance use and examine transitions in those 

subgroups across two waves, and (b) evaluate longitudinal bidirectional associations between 

externalizing behaviors (i.e., aggression, delinquency) and substance use subgroups. Participants 

were 1,811 early adolescents (72% Black, 53% female) attending middle schools in 

neighborhoods with high rates of violence and of residents with incomes below the federal 

poverty line. 

I used latent class analysis to identify subgroups of adolescents with different substance 

use patterns at two waves of data that were 3 months apart. A 4-class model was identified as 

optimal at both waves based on fit indices. The subgroups included (a) Non-use (76% of sample 

at wave 1, 73% at wave 2), (b) Initiation (11%, 13%), reflecting high probabilities of initiation of 

2 or more substances, (c) Alcohol Use (7%, 7%), reflecting high probabilities of past 30-day 

alcohol use, and (d) Polysubstance Use (6%, 7%), reflecting high probabilities of alcohol, 

cannabis, and cigar use in the past 30-days. I then used latent transition analysis (LTA) to 

examine changes in subgroup membership over time and their prospective bidirectional 
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associations with externalizing behaviors. LTA revealed longitudinal changes in substance use 

patterns among those early adolescents who had already initiated substance use. Whereas change 

in externalizing behaviors over time was not impacted by adolescents’ substance use patterns, 

adolescents who reported more frequent externalizing behaviors were more likely to initiate 

substance use, particularly polysubstance use, 3 months later. Delinquent behavior predicted 

initiation of polysubstance use even after accounting for distress symptoms, providing support 

for the pathway to early substance use onset via delinquent behaviors. These findings indicate 

that early adolescents engaging in substance use are not consistently using the same number of 

substances across 3-month periods. This study’s findings also suggest that selective prevention 

efforts for early adolescents with externalizing symptoms may be beneficial. Additional 

implications of these findings for theory and interventions are discussed. 
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Transitions in Patterns of Substance Use During Early Adolescence: 

Bidirectional Associations with Externalizing Behaviors 

Substance use among early adolescents is a significant public health concern. Drug and 

alcohol use and misuse costs over $740 billion annually in the United States (U.S.; National 

Institute on Drug Abuse, n.d.). Substance use often begins during adolescence (Johnston et al., 

2021). Initiation of substance use during early adolescence (i.e., ages 10 to 14 years old) in 

particular, is associated with adverse outcomes including the subsequent development of 

substance use disorders (Griffin et al., 2010; Hingson et al., 2006). Whereas substance use refers 

to any consumption of alcohol, cannabis, tobacco, or other drugs, polysubstance use refers to the 

use of three or more of these substances during a given time frame (Conway et al., 2013). 

Polysubstance use during adolescence has been associated with greater risk for adverse outcomes 

compared with single substance use (Conway et al., 2013; Johnson et al., 2020; Moss et al., 

2014). Research suggests that engaging in polysubstance use during adolescence is associated 

with a greater likelihood of polysubstance use during young adulthood (Merrin & Leadbeater, 

2018), development of substance use disorders (Moss et al., 2014), and other adverse 

psychosocial outcomes (Connor et al., 2014; Green et al., 2016). This makes it vital to 

understand developmental risk processes that occur during early adolescence when onset and 

escalation in substance use begins. 

Effective prevention efforts require an understanding of factors that contribute to the 

development of substance use during early adolescence. A robust body of literature indicates that 

externalizing psychopathology is related to adolescent-onset substance use and misuse (for a 

review, see Patrick & Schulenberg, 2014). Externalizing symptoms include a spectrum of 

behaviors such as aggression, inattention, hyperactivity, and delinquent behavior (Achenbach & 
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Edelbrock, 1984). Developmental theories assert several explanations for the relation between 

externalizing and substance use, including the contention that they co-occur due to common risk 

factors (Jessor, 1991) and that externalizing behaviors play a causal role in substance use 

development (Dodge et al., 2009; Zucker, 2006). Other theories argue that substance use may 

also lead to exacerbated externalizing behavior, such that the behaviors are reciproccally related 

over time (Goldstein, 1985; Moffitt, 1993; Parker & Auerhahn, 1998). Research consistently 

supports positive associations between externalizing behaviors and adolescents’ substance use 

(Farrell, Goncy, et al., 2018; Sacco et al., 2015), and indicates that youth with higher levels of 

externalizing behaviors are more likely to report early onset of substance use and increase their 

use during adolescence (King et al., 2004; Maslowsky et al., 2014). However, studies examining 

their bidirectional associations have yielded inconsistent findings (D’Amico et al., 2008; Turner 

et al., 2018). Although theory suggests that youth with externalizing behaviors are at greater risk 

for polysubstance use (Iacono et al., 2008), few studies have examined relations between 

externalizing behaviors and polysubstance use. Consequently, there is a need for robust research 

that examines longitudinal bidirectional associations between externalizing and patterns of 

polysubstance use among early adolescents. This would inform prevention efforts by elucidating 

the developmental sequence of these behavioral concerns and identifying youth who may be at 

high-risk for escalating to polysubstance use during early adolescence.  

Youth with externalizing behaviors may be particularly susceptible to substance use 

initiation and escalation during the developmental stage of early adolescence. The externalizing 

pathway posits that youth with externalizing behaviors often initiate and escalate substance use 

at an early age, which increases their subsequent risk for substance use disorders (Zucker, 2006). 

These youths’ difficulty with behavioral regulation, paired with developmental changes that 
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occur during the transition to adolescence, contribute to increased risk of substance use at this 

age. Biopsychosocial developments that occur during adolescence make it a period of elevated 

vulnerability for risky behavior such as substance use (Steinberg, 2007). The brain region 

involved in regulating behavior (i.e., prefrontal cortex) undergoes structural changes and begins 

developing, while the importance of reward and novelty seeking is simultaneously heightened 

(Caudle & Casey, 2013; Spear, 2000). Adolescents are particularly susceptible to peer influence 

due to amplified rewards from interactions with their peers. Indeed, a large portion of U.S. youth 

initiate substance use during adolescence (Johnston et al., 2021). Although the likelihood of 

substance use increases for all youth during early adolescence, theory suggests that those with 

externalizing symptoms are at particularly heightened risk of substance use onset and escalation. 

A major limitation of the literature on substance use is that most studies examine only 

one particular substance at a time or use a composite measure of multiple substances. These 

approaches prevent researchers from describing developmental patterns that include co-occurring 

use of multiple substances, and from identifying risk factors for polysubstance use. Prior studies 

have used mixture modeling approaches, which identify subgroups of individuals with similar 

responses to a set of items (Masyn, 2013), to describe cross-sectional patterns of adolescents’ 

substance use. Prior studies have typically identified three to four subgroups that vary in the type 

of substances used and frequency or quantity of their use (for reviews, see Halladay et al., 2020; 

Tomczyk et al., 2016). Although research suggests that substance use patterns vary across 

adolescents of different cultural or racial backgrounds (Chung et al., 2013), developmental stages 

(Rose et al., 2018), and settings (Goldstick et al., 2016; Schneider et al., 2020), few studies have 

examined substance use patterns among specific subpopulations. In addition, limited research 

has described how polysubstance use develops throughout early adolescence. A better 
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understanding of the timing and sequencing of escalation in polysubstance use during early 

adolescence is needed to effectively prevent early initiation of polysubstance use and associated 

adverse outcomes. 

The primary aims of this study were to identify changes in substance use patterns among 

middle school students and examine the extent to which concurrent and prospective bidirectional 

associations exist between externalizing behaviors and substance use patterns. The focus of the 

present study was on a primarily Black sample of early adolescents attending middle schools 

serving urban communities with high rates of violence and where most residents’ incomes were 

below the federal poverty threshold. Although youth living in underserved urban communities, 

especially Black and Latiné youth, are at disproportionately high risk of experiencing adverse 

outcomes as a result of substance use (Jackson, 2010; Kakade et al., 2012; Zapolski et al., 2014), 

few studies have examined the role of externalizing behaviors in their substance use 

development. The results of this study thus have implications for substance use prevention and 

intervention among early adolescents living in urban communities.  

Competing Theories of Relations between Externalizing Behaviors and Substance Use 

Theoretical Framework 

Developmental psychopathology provides a framework for understanding factors that 

contribute to the development of behavior across the lifespan (Cicchetti, 2006). A key premise of 

this framework is that developmental processes are complex and vary across and within 

individuals. The concept of multifinality asserts that not all children who experience risk factors 

for early-onset substance use necessarily begin using substances during adolescence (Cicchetti & 

Rogosch, 1996). Moreover, numerous interacting developmental pathways can lead to 

adolescent-onset substance use (i.e., equifinality). Two primary developmental pathways have 
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been proposed to explain the association between childhood psychopathology and adolescent 

substance use. The internalizing pathway posits that difficulties with emotion regulation and 

negative affect symptoms (i.e., depression, anxiety) during childhood predict elevated risk to use 

substances during adolescence as a means to cope with negative affect (Hussong et al., 2011; 

Zucker, 2006). The externalizing pathway, the focus of this study, posits that difficulty with 

behavioral control as indicated by childhood aggressiveness, impulsivity, and disruptive behavior 

leads to early-onset substance use (Iacono et al., 2008; Zucker, 2006). Though most theories 

focusing on externalizing symptoms contend that an underlying tendency for disinhibition 

contributes to the association between externalizing behavior and substance use, they propose 

different processes to explain the etiology and sequencing of these behaviors.  

Co-development of Externalizing and Substance Use 

Common cause models posit that externalizing behaviors and substance use co-occur 

because they have shared risk factors. Jessor’s (1991) problem behavior theory maintains that 

risk and protective factors at the genetic, personality, behavior, and environmental levels 

contribute to adolescents’ likelihood of engaging in delinquency, illicit drug use, and other 

health-compromising behaviors. Moffit’s (1993) developmental taxonomy of antisocial behavior 

also considers substance use, aggression, and delinquent behavior to be manifestations of 

antisocial behavior that develop as a function of the child’s personality and the caregiving and 

environmental context. According to this model, a large portion of youth on the “adolescent-

limited” pathway begin to engage in delinquent behavior and substance use during adolescence 

but stop engaging in these behaviors during emerging adulthood (Moffit, 1993). Common cause 

models therefore argue that for a portion of the population, externalizing behaviors and substance 

use co-occur during adolescence and are largely a function of the same biopsychosocial 
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influences.  

Consistent with these theories, externalizing behaviors and substance use commonly co-

occur among adolescents and adults (Armstrong & Costello, 2002; Becker et al., 2021). 

Individuals with trajectories of high and increasing frequencies of externalizing behaviors across 

adolescence also tend to follow high and increasing substance use trajectories (Farrell, Goncy, et 

al., 2018; D. Y. C. Huang et al., 2012; Lynne-Landsman et al., 2011; van Lier et al., 2009). For 

example, Huang et al. (2012) identified multiple trajectories of alcohol use, cannabis use, and 

delinquency between ages 14 to 20 in a nationally representative U.S. sample. Youth in the low 

alcohol and cannabis trajectories were most likely to also be in the low delinquency trajectory, 

whereas those with high and high-increasing trajectories of alcohol and cannabis use had a 

greater probability of being in the higher delinquency trajectories. In another study focused on a 

primarily Black sample of early adolescents, Farrell et al. (2018) found that aggression and 

delinquency were positively correlated with substance use at the beginning of sixth grade. Youth 

with steeper subsequent increases in delinquency throughout middle school also tended to report 

steeper increases in their substance use. Change in aggression, however, was not related to 

change in substance use. These findings indicate that youth who engage in more externalizing 

behaviors tend to also engage in more substance use during adolescence, though these 

associations may vary across the form of externalizing behavior.  

Causal Pathways Between Externalizing and Substance Use 

Other theories have proposed a developmental, causal pathway from childhood 

externalizing behaviors to early-onset substance use. Researchers studying typologies of alcohol 

use disorder among adults described a subgroup of individuals with early onset alcohol use and 

externalizing behaviors (Cloninger, 1987; Zucker, 2006). For example, within a developmental-
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biopsychosocial model of alcohol use and alcohol use disorders, Zucker (2006) defined 

“Antisocial alcoholism” as a subgroup of individuals with alcohol use disorders who presented 

with a childhood-onset trajectory of oppositional behaviors and conduct problems. In contrast, 

“developmentally limited alcoholism” represented individuals with comorbid antisocial behavior 

and alcohol use that was limited to adolescence. Similarly, Moffit’s (1993) developmental 

taxonomy states that a small portion of the population display “life-course persistent” antisocial 

behavior, beginning as defiant behavior in early childhood and progressing to delinquent 

behavior and substance use during adolescence. According to these developmental theories, the 

child’s behavior is a function of the interaction between their underlying tendencies and 

environmental contexts. In particular, interactions with caregivers and peers are considered 

highly influential in the progression from childhood externalizing to adolescent-onset substance 

use. A combination of ineffective caregiving styles (e.g., limited monitoring), rejection by 

prosocial peers, and affiliation with peers who engage in delinquent behaviors are thought to 

contribute to increasing opportunities and norms supporting substance use during adolescence 

(Dodge et al., 2009; Oetting & Donnermeyer, 1998; Reid & Patterson, 1989). These theories thus 

assert that youth who present with a trajectory of externalizing behavior from a young age are 

more likely to initiate substance use during early adolescence and are at greater risk for 

problematic substance use during adulthood.  

In accordance with the externalizing pathway, research has typically found positive 

longitudinal relations between externalizing behaviors and initiation or increases in substance 

use during adolescence (e.g., Herrenkohl et al., 2009; King et al., 2004; Maslowsky et al., 2014; 

van den Bree & Pickworth, 2005; Windle, 1990b). King et al. (2004) examined associations 

between externalizing disorders (i.e., conduct disorder, oppositional defiant disorder, attention-
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deficit/hyperactivity disorder) at age 11 and onset of alcohol, nicotine, and cannabis before age 

14 (i.e., early onset) using data from the Minnesota Twin Family Study. After excluding children 

who reported substance use at age 11 and accounting for clustering within twin pairs, having an 

externalizing diagnosis predicted substantially elevated risk for early initiation of alcohol, 

nicotine, and cannabis use by age 14, as well as regular monthly use and heavy use (i.e., 

drunkenness, daily smoking). When King et al. (2004) examined associations with more specific 

diagnoses, conduct disorder and oppositional defiant disorder predicted all substance use 

outcomes, whereas attention-deficit/hyperactivity disorder only predicted greater risk of nicotine 

and cannabis use. Other studies have similarly found that externalizing problems predict 

subsequent increases in alcohol and cannabis use, but not tobacco use (Herrenkohl et al., 2009; 

Maslowsky et al., 2014; Windle, 1990). These findings suggest that externalizing behaviors 

predict increases in substance use, though they may have different relations with specific types 

of substance use.  

Bidirectional Associations Between Externalizing and Substance Use 

Several developmental theories maintain that externalizing behaviors and substance use, 

once initiated, may reinforce each other, and have positive bidirectional relations over time. 

Moffit’s (1993) “snares” hypothesis contended that engaging in one deviant behavior can lead to 

a series of adverse consequences, seemingly narrowing opportunities for future prosocial 

behavior. For example, using substances might prevent an adolescent from participating in 

prosocial extracurricular activities, interrupt their educational attainment, and motivate them to 

maintain ties with deviant peers, thus “snaring” them into continued antisocial behavior 

(Hussong et al., 2004). In addition, substance use may relate to increased future aggression or 

delinquency because the psychopharmacological effects of substances increase the likelihood of 
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engaging in impulsive and aggressive behavior (Goldstein, 1985; Parker & Auerhahn, 1998). 

Each behavior may reinforce the need for the other over time, such that youth engage in 

delinquent activities to support purchasing of substances (Goldstein, 1985). Finally, peers may 

play a key role in bidirectional associations between externalizing and substance use. 

Adolescents with externalizing problems may join peer groups with similar behaviors, which 

leads them to initiate new behaviors, such as substance use, or engage in delinquent behaviors 

more frequently (Oetting, 1999; Oetting & Donnermeyer, 1998).  

Empirical research has generally not supported bidirectional associations between 

externalizing behaviors and substance use. Most studies have found that externalizing behaviors 

predict change in substance use, whereas substance use does not influence future externalizing 

behavior (Bui et al., 2000; Dunn & Farrell, 2023; Farrell et al., 2005; Miller et al., 2016; Turner 

et al., 2018). For example, one study found that more frequent aggression in sixth grade 

predicted steeper increases in alcohol use across middle school among a large multisite sample 

(Dunn & Farrell, 2023). In contrast, the sixth-grade frequency of alcohol use did not predict 

change in aggression. Another study found that delinquency in the 10th grade predicted increases 

in the frequency of substance use in 12th grade among a primarily White sample of U.S. students 

(Bui et al., 2000). Substance use in 10th grade, however, did not predict change in delinquent 

behavior.  

Although several studies have found partial support for bidirectional positive associations 

between externalizing behaviors and substance use, their findings have varied across the type of 

substance and the adolescents’ individual characteristics. For example, one study found positive 

bidirectional relations between delinquency and the use of illicit drugs other than cannabis, but 

not cannabis use (Ford, 2005). Another study found positive bidirectional relations between 
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substance use and delinquency across four waves spanning 1 year among youth involved in the 

juvenile justice system, though the sample consisted primarily of male adolescents (i.e., 87%; 

D’Amico et al., 2008). Mason and Windle (2002) found that substance use and delinquency were 

reciprocally related for male high school students, but not female students. There is thus limited 

robust research that supports bidirectional associations, and the strongest evidence has found that 

these effects are limited to male adolescents. In conclusion, most research indicates that 

externalizing behaviors predict subsequent increases in substance use, but not vice versa.  

Sex and Gender Differences in the Externalizing Pathway  

A key premise of developmental psychopathology is that developmental risk pathways 

might vary based on sex assigned at birth or gender identity (Pickles & Hill, 2006). However, 

studies that have examined sex or gender differences in associations between externalizing 

behaviors and substance use have found mixed results. Several studies have found that these 

relations are generally consistent across sex (Farmer et al., 2015; Heron et al., 2013; B. Huang et 

al., 2001; Jun et al., 2015; McAdams et al., 2014; Miller et al., 2016; van den Bree & Pickworth, 

2005; Windle, 1990). Other studies have found stronger relations between delinquent behavior 

and substance use for male adolescents than for female adolescents (Maslowsky et al., 2014; 

Mason & Windle, 2002; Skara et al., 2008; Windle, 1990). For example, two studies found 

positive longitudinal relations between delinquent behavior and substance use only for male 

adolescents, but not for female adolescents (Maslowsky et al., 2014; Mason & Windle, 2002). In 

contrast, another study found that concurrent relations between delinquent behavior and 

increases in alcohol use were greater for female adolescents (Gottfredson et al., 2019). Notably, 

sample characteristics varied across these studies, such that the studies included youth from rural 

areas (Gottfredson et al., 2019), primarily white suburban areas (Mason & Windle, 2002), and a 
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national sample (Maslowsky et al., 2014). Differences may be present only within certain 

contexts or specific age groups (i.e., among older adolescents but not early adolescents). In 

addition, it is not known whether studies that found non-significant sex differences had sufficient 

power to detect differences that exist in the population. These inconsistent findings warrant more 

research examining sex and gender differences in the association between externalizing behavior 

and substance use. To help clarify these relations, future research examining sex differences 

must address the issue of sample size and power to detect effects and employ robust analytic 

methods for testing moderation (e.g., Memon et al., 2019). 

Polysubstance Use during Early Adolescence 

Importance of Polysubstance Use in the Externalizing Pathway  

 A major limitation of theory and research focused on the externalizing pathway is that 

neither has attempted to account for the role of polysubstance use in this risk pathway. 

Polysubstance use among adolescents is associated with negative health outcomes, poor 

academic achievement, and legal involvement (Connor et al., 2014; Green et al., 2016). Relative 

to single substance use, polysubstance use is related to greater risk of continuing polysubstance 

use into adulthood (Merrin & Leadbeater, 2018) and developing a substance use disorder during 

young adulthood (Moss et al., 2014). Research consistently shows that among adolescents who 

have initiated any substance use (i.e., 38 to 74% of samples across studies), most have used two 

or more different substances (i.e., 29 to 43% of samples; Coulter et al., 2019; Lamont et al., 

2014; Patrick et al., 2018). A smaller but meaningful percentage of adolescents have reported the 

use of three or more substances (i.e., polysubstance use; 7 to 10%; Coulter et al., 2019; Lamont 

et al., 2014). Despite considerable evidence of the potential harm of adolescent-onset 

polysubstance use, existing theories do not fully account for how externalizing relates to early-
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onset polysubstance use (Dodge et al., 2009; Zucker, 2006). Iacono et al. (2008) argued that a 

greater degree of underlying vulnerability for behavioral disinhibition will be reflected in 

increasing comorbidity and more deviant behavior, such that adolescents who initiate 

polysubstance use at an early age may have a greater predisposition for disinhibition than those 

who initiate the use of only one substance. This implies that adolescents who have a greater 

underlying tendency for externalizing will display both greater externalizing behavior problems 

and be more likely than their peers to engage in polysubstance use at an early age.  

 Due to methodological limitations in the measurement of substance use, there is limited 

empirical evidence of the role of polysubstance use in the externalizing pathway. Most studies 

reviewed thus far have examined only one substance at a time (e.g., Lynne-Landsman et al., 

2011; Sacco et al., 2015; Turner et al., 2018), or created a composite measure that aggregates 

multiple substances (e.g., Farrell et al., 2005; Farrell, Goncy, et al., 2018; Mason & Windle, 

2002; McAdams et al., 2014). Examining only one substance overlooks co-occurring or 

polysubstance use, whereas composite measures preclude researchers from identifying 

differences in relations across specific patterns of co-occurring substance use. Both of these 

measurement approaches thus fail to inform the literature on the sequencing of different patterns 

of substances and their development over time. In addition, measures that average or sum scores 

across multiple substances treat all substances as equal, including types that may be 

developmentally normative versus deviant and those with varying levels of potential harm (e.g., 

initiation use of alcohol vs opioids). Measurement approaches that account for the co-occurrence 

of different substances are needed to improve knowledge of the impact of the externalizing 

pathway on riskier forms of substance use (e.g., polysubstance use) and inform developmental 

theory. 
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Patterns of Substance Use among Adolescents  

Mixture modeling approaches such as latent class analysis (LCA) enable researchers to 

describe heterogeneity in the substances that adolescents use. LCA is used to group individuals 

with similar patterns of responses to a set of items into unique subgroups (Masyn, 2013). This 

analytic approach has been used to identify subgroups of individuals based on their patterns of 

use of multiple substances. Two prior systematic reviews have summarized the research 

examining substance use subgroups among adolescents. Across 23 studies focusing on 

adolescents ages 10 to 19, Tomczyk et al. (2016) found that most studies identified three or four 

latent subgroups characterized by no/low substance use, alcohol use only, and one to two 

polysubstance use subgroups. In an effort to update and expand upon the previous review, 

Halladay et al. (2020) reviewed 70 studies that used person-centered methods (i.e., mixture 

models and cluster approaches) to identify subgroups among adolescents ages 11 to 18 based on 

their substance use and mental health symptoms. The subgroups they identified typically 

consisted of (a) low substance use, (b) single or dual substance use, (c) moderate multi-use (i.e., 

polysubstance use), and (d) high multi-use. Single or dual substance use subgroups usually 

reported using alcohol, alcohol with cannabis, or alcohol with tobacco, whereas polysubstance 

use subgroups used alcohol, tobacco, cannabis, and, in some instances, other substances. Both 

Tomczyk et al. (2016) and Halladay et al. (2020) noted that most subgroups were based on 

binary indicators of either initiation (i.e., at any time during their life) or recent (i.e., past month) 

substance use, whereas few studies considered frequency or quantity of use. The largest portion 

of the adolescent samples typically fell within the no/low use subgroup, followed by single or 

dual substance use. In contrast, polysubstance use subgroups were generally found to represent 

the smallest percentage of the sample.  
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 Although many prior studies have examined patterns of substance use in national samples 

(e.g., Conway et al., 2013; Merrin et al., 2018; Patrick et al., 2018), it is vital to consider how 

these patterns vary across specific subpopulations in order to inform relevant prevention 

initiatives. Prevalence rates of substance use in the U.S. vary across adolescents of different 

racial and ethnic backgrounds due to cultural differences in socialization to substance use. More 

specifically, daily alcohol and tobacco use is more common among White and Latiné adolescents 

than among Black adolescents, though these differences are less pronounced during early 

adolescence (Johnston et al., 2018). In contrast, cannabis initiation is more common among 

Black and Latiné eighth grade students compared with White students.  

Several studies have found notable variations in patterns of polysubstance use across 

adolescents with different racial identities. For example, Chung et al. (2013) examined 

subgroups of polysubstance use separately for Black and White female adolescents (age 13 to 

17) from Pittsburgh. A three-class model was optimal for both groups, consisting of “no use,” 

“alcohol use,” and “polysubstance use.” However, despite their similar overall patterns, Black 

and White female adolescents differed in the substances they used. In the polysubstance use 

subgroup, both Black and White female adolescents had a high probability of alcohol use. 

Whereas Black female adolescents in the polysubstance use subgroup were more likely to 

endorse using cannabis (probability = .89) than cigarettes (probability = .59), White female 

adolescents had a high probability of cigarette use (probability = .89) and only a moderate 

probability of cannabis use (probability = .60). Banks et al. (2020) also examined separate 

patterns for White and Black high school students in a midwestern state. The four subgroups that 

emerged among Black youth included “nonuse” (88% of the sample), “alcohol and marijuana” 

(6%), “alcohol, marijuana, and cigarette” (4%), and “frequent polysubstance use” (2%). In 
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contrast, in the five subgroups identified among White adolescents, fewer adolescents reported 

no use (i.e., 73%), one subgroup represented predominantly alcohol use (14%), and three 

polysubstance use subgroups had a high probability of using three or more substances at different 

frequencies over the past 30 days (i.e., 9%, 2%, and 2%). Although these studies included 

primarily middle to late adolescents, the findings suggest that Black adolescents may be less 

likely to engage in polysubstance use and that their typical patterns of co-occurring substance use 

differ from White adolescents.  

Because rates of substance use vary regionally and across settings in the U.S. (e.g., urban 

vs rural; Kogan et al., 2006; Mack et al., 2017), the study setting should also be considered when 

examining substance use patterns. Findings from past studies that focused on specific 

populations provide insight into developmental patterns for youth in different settings. For 

example, Rose et al. (2018) examined subgroups among a racially diverse sample of adolescents 

(26% American Indian, 26% African American, 29% White) in an economically disadvantaged 

rural setting. The subgroups they identified (i.e., nonuse, primarily alcohol use, low frequency 

polysubstance use, and moderate-to-high frequency polysubstance use) were fairly consistent 

with the typical patterns identified in prior literature reviews (Halladay et al., 2020; Tomczyk et 

al., 2016). In contrast, three studies focused on samples of youth living in urban settings, which 

primarily consisted of Black or African American adolescents. Among middle and high school 

students in Mobile, Alabama, less than 3% represented a polysubstance use subgroup (Johnson et 

al., 2020). Most students engaged in no use (48%), followed by those who engaged in alcohol 

and cannabis use (32%), and alcohol only (18%). After limiting their samples to youth who 

endorsed a history of substance use, Schneider et al. (2020) and Goldstick et al. (2016) both 

identified three subgroups. Among high school students in Baltimore, Maryland, subgroups 
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consisted of alcohol and cannabis use (67%), drugs and alcohol use (22%), and polysubstance 

use (9%; Schneider et al., 2020). Among adolescents presenting to the emergency department in 

Flint, Michigan who screened positive for substance misuse, subgroups included cannabis only 

(28%), alcohol and cannabis (16%), and polysubstance use (5%; Goldstick et al., 2016). These 

studies of youth in urban settings have generally identified subgroups with a lower prevalence of 

polysubstance use, and a larger proportion who report use of cannabis with or without alcohol 

use, compared with national samples (e.g., Connell et al., 2009; Conway et al., 2013; Lamont et 

al., 2014) and rural samples (Rose et al., 2018). 

The developmental stage of early adolescence is highly relevant for the study of 

polysubstance use. Onset of substance use during early adolescence is less normative than in 

later stages of adolescence (Johnston et al., 2021) and any level of use at this age has been 

associated with adverse outcomes (Chen et al., 2009; Grant & Dawson, 1997). Focusing on this 

developmental stage may reveal patterns of substance use among youth at the highest risk for 

adverse outcomes and escalating substance use. However, most prior studies have focused on 

high school-aged adolescents (e.g., Patrick et al., 2018) or included a wide age range spanning 

adolescence (e.g., 12 to 18; Gilreath et al., 2014; Johnson et al., 2020). One exception is a study 

by Rose et al. (2018) that examined subgroups separately for middle school and high school 

students living in a rural, economically disadvantaged setting. Although similar subgroups were 

identified in the two age groups, the proportions in each subgroup varied. More middle school 

students reported no use (i.e., 63%) compared with high school students (i.e., 47%). In contrast, 

more high school students belonged to subgroups engaging in primarily alcohol use (i.e., 38%), 

low frequency use (i.e., 6%), and moderate-to-high frequency use (i.e., 10%) compared with 
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youth in middle school (i.e., 31%, 4%, and 3%, respectively). More research is thus needed to 

determine typical patterns of substance use that emerge during early adolescence.  

 Few studies have examined how substance use patterns develop over time among 

adolescents. The gateway hypothesis states that adolescents typically start using legal substances 

(e.g., alcohol, tobacco) and then progress to illicit substances (e.g., cannabis, cocaine, heroin; 

Kandel & Kandel, 2015). Researchers have argued that a longitudinal extension of mixture 

modeling, latent transition analysis (LTA), is well-suited to examine progressions in patterns of 

substance use over time (Maldonado-Molina & Lanza, 2010). This approach uses LCA to 

identify subgroups of substance users at two or more time points, and then examines the 

probability of transitioning from one subgroup to other subgroups over time. In a study designed 

to test the gateway hypothesis in a U.S. national sample of tenth grade students, Maldonado-

Molina and Lanza (2010) found that subgroups of students who used alcohol were more likely to 

transition to using cigarettes over time than subgroups who did not use alcohol. Subgroups of 

youth who used cigarettes and alcohol were more likely to transition to cannabis use over time. 

However, this study was limited to patterns of alcohol, cigarette, and cannabis use, and only 

examined specific transitions from legal to illicit substances (e.g., cigarette use to cannabis use) 

that are hypothesized by gateway theory.  

Other studies have more generally explored transitions in substance use subgroups over 

time. For example, Choi et al. (2018) examined changes in substance use subgroups across three 

annual waves of data between grades 10 to 12 in an ethnically diverse sample. Youth in all 

subgroups (i.e., low use, alcohol and cannabis, polysubstance use) were most likely to remain in 

the same subgroup over time. When youth in the low use subgroup transitioned over time, they 

had the highest probability of transitioning to alcohol and cannabis use (conditional probabilities 
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= .18 from wave 1 to 2; .21 from wave 2 to 3). The alcohol and cannabis use subgroup had a 

higher probability of transitioning to polysubstance use (probabilities = .08 wave 1 to 2; .04 

wave 2 to 3) than to low use (probabilities = .00 both transitions). Mistry et al. (2015) examined 

data from a primarily African American sample of adolescents in 10th grade and found high 

stability of membership in substance use subgroups 2 and 4 years later. However, adolescents 

who reported no use had a small probability of transitioning to alcohol and cannabis use 

(probabilities = .10 wave 1 to 2; .19 wave 2 to 3) and polysubstance use (i.e., alcohol, cannabis, 

and tobacco; probabilities = .09 wave 1 to 2; .05 wave 2 to 3). Alcohol and cannabis users had a 

small-to-moderate probability of transitioning to polysubstance use across waves (i.e., alcohol, 

cannabis, and tobacco; probabilities = .37 wave 1 to 2; .30 wave 2 to 3). Similar patterns of 

change were found in a sample of children and adolescents in Spain (Zych et al., 2020), and in a 

study that examined six transitions across 10 years in a sample that included adolescents and 

adults (i.e., ages 12 to 18 at baseline; Merrin et al., 2018). In contrast, in their study examining 

transitions in a high-risk sample of adolescents involved in publicly funded service systems (e.g., 

child welfare, juvenile justice), Shin (2012) found that nearly 92% of the sample changed 

subgroups over time. This suggests that adolescents exposed to higher levels of risk may be more 

likely to escalate their substance use patterns over time.  

 Although few studies have examined the development of polysubstance use during 

adolescence, existing research suggests several typical patterns. First, most studies agree that the 

majority of adolescents remain in the same subgroup over time, with only small to moderate 

probabilities (i.e., probabilities < .50) of changing subgroups across time (Choi et al., 2018; 

Merrin et al., 2018; Mistry et al., 2015; Tomczyk et al., 2016; Zych et al., 2020). The most 

common transitions that occur represent escalation in substance use. As predicted by the gateway 
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hypothesis, youth engaging in no or low use are most likely to transition to subgroups reporting 

use of one to two substances, whereas single- or dual-use subgroups are relatively more likely to 

transition to polysubstance use subgroups (Choi et al., 2018; Maldonado-Molina & Lanza, 2010; 

Merrin et al., 2018; Mistry et al., 2015; S. Shin, 2012; Zych et al., 2020). Studies have found a 

small probability that youth in polysubstance subgroups de-escalate their substance use, and 

rarely transition to subgroups reporting no substance use once initiated (Choi et al., 2018; Merrin 

et al., 2018; Tomczyk et al., 2016). In addition, Mistry et al. (2015) found that transitioning from 

subgroups characterized by recent substance use to non-use subgroups became less likely during 

early adulthood, suggesting that substance use patterns become more fixed with age. More 

research in this area is urgently needed to inform effective and timely interventions to prevent 

escalation to polysubstance use at an early age. 

Limitations in Polysubstance Use Research  

Prior research has typically found three to four subgroups of adolescent substance use 

that differ in the types of substances and frequency or quantity of use (Tomczyk et al., 2016; 

Halladay et al., 2020). However, these studies have several notable limitations. Most have only 

considered adolescents’ reported lifetime initiation (e.g., Johnson et al., 2020; Rose et al., 2018; 

Schneider et al., 2020) or recent substance use (e.g., past 30 days; Banks et al., 2020; Conway et 

al., 2013; Su et al., 2018) as indicators of subgroups. Exclusively considering initiation fails to 

provide information about whether adolescents continued using, or the extent or amount of their 

use. Focusing solely on recent use means that adolescents who have initiated use, but not used 

recently, are assigned to the “non-use” subgroup. A more representative depiction of 

adolescents’ substance use patterns would be obtained by considering both their initiation of 

substances, and the extent of their recent use. The quantitative (i.e., the size of subgroups) and 
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qualitative (i.e., the types of patterns) differences across various settings and among youth of 

different ages and settings suggests the need to examine patterns of use within particular 

populations rather than focusing solely on overall patterns in nationally representative samples. 

In addition, more research to identify early adolescents’ substance use patterns is needed to 

inform tailored, relevant prevention programming targeting this age group. 

Regarding the research on changes in polysubstance use over time, prior studies have 

used methodologies that may limit their ability to effectively inform prevention efforts. First, no 

LTA studies to my knowledge have examined transitions in polysubstance subgroups among 

early adolescents (i.e., during middle school). Several prior studies have examined changes in 

samples of high school students (Choi et al., 2018; Maldonado-Molina & Lanza, 2010; Mistry et 

al., 2015). Others have included a wide age range at each wave of the LTA (Merrin et al., 2018; 

Shin, 2012; Tomczyk et al., 2016). For example, two samples included youth in early through 

late adolescence at the first wave (i.e., ages 12 - 18; Merrin et al., 2018; Shin, 2012). Because 

early adolescence is a critical period for initiation of substance use that is often the target of 

prevention programs, research examining the development of polysubstance use throughout this 

stage is needed. Moreover, most prior studies have focused on time points at least 1 year apart. 

Maldonado-Molina and Lanza (2010) argued that limitations of LTA can arise when the time 

points are too far apart to detect specific transitions in substance use. Research is needed that 

examines changes over shorter intervals of time to inform knowledge of how quickly changes in 

substance use patterns occur during early adolescence. 

Associations between Externalizing Behaviors and Polysubstance Use 

A small number of studies have used LCA or LTA to examine how externalizing 

behaviors relate to polysubstance use. Results of cross-sectional studies typically indicate that 
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adolescents in substance use subgroups report greater externalizing problems than those who 

report no substance use (e.g., Chung et al., 2013; Goldstick et al., 2019; Shin et al., 2010), and 

polysubstance use subgroups tend to report more externalizing problems than those who use 

fewer substances. For example, among African American adolescents in an urban setting, those 

in the polysubstance use subgroup were more likely to report past year suspension or expulsion 

from school and arrest compared with those in the alcohol only subgroup (Johnson et al., 2020). 

Adolescents in the polysubstance use subgroup were also more likely to have been arrested than 

those who used only alcohol and cannabis. Similarly, a study focused on a primarily Black 

sample of adolescents found that subgroups with high and increasing levels of alcohol and 

cannabis use were more likely to report a criminal justice record than subgroups of youth who 

endorsed only alcohol use or no substance use (Green et al., 2016). A third study using a national 

sample found that a subgroup characterized by a high probability of heavy alcohol and cannabis 

use was more likely than three subgroups with less substance use to report past month truancy 

(Patrick et al., 2018). These findings suggest that delinquent behaviors occur more frequently 

among subgroups of youth who engage in polysubstance use versus those who abstain from use 

or use only one or two substances. However, these cross-sectional findings do not indicate how 

externalizing relates to development of substance use over time.  

Only one study to my knowledge has examined the extent to which externalizing 

behavior predicts change in substance use patterns over time (Chung et al., 2013). This study 

found that conduct problems did not predict transitions in substance use subgroups across four 

waves between ages 13 and 17 among Black female adolescents living in an urban community. 

Because conduct problems did not relate to subgroup membership at the first wave for White 

female adolescents, the authors did not examine whether they predicted change in substance use 
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over time. However, the conduct problems variable was a binary variable that indicated whether 

participants endorsed any conduct disorder symptom, and this study has limited generalizability 

due to its focus on female adolescents. Given the body of research supporting longitudinal 

associations between externalizing and substance use, more research is needed that investigates 

the extent to which externalizing behaviors predict changes in substance use patterns during 

early adolescence.  

Statement of the Problem 

 Substance use during early adolescence poses significant risk for adverse mental and 

physical health outcomes (Griffin et al., 2010; Hingston et al., 2006). Adolescents who engage in 

polysubstance use, defined as the use of three or more substances, are at a particularly high risk 

of future substance use disorders and other negative psychosocial outcomes (Connor et al., 2014; 

Green et al., 2016; Merrin & Leadbeater, 2018; Moss et al., 2014). However, little is known 

about the development of early-onset polysubstance use. In order to inform effective prevention 

efforts, research is needed that examines longitudinal development of substance use patterns and 

factors that increase the risk of polysubstance use onset during early adolescence. 

Theory and research support the externalizing pathway to adolescent-onset substance use, 

which asserts that childhood and adolescent externalizing behaviors predict subsequent initiation 

and escalation of substance use during adolescence (King et al., 2004; Maslowsky et al., 2014). 

Although several theories argue that the behaviors are reciprocally related over time (Moffit, 

1993; Goldstein, 1985), most existing research has found that externalizing predicts increases in 

substance use, whereas substance use does not predict increases in externalizing behaviors (Bui 

et al., 2000; Farrell et al., 2005; Miller et al., 2016; Turner et al., 2018). A major limitation of 

research examining the externalizing pathway is that prior research has not addressed 
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polysubstance use. Studies that have used measures representing only a single substance (e.g., 

Turner et al., 2018), or a composite of multiple types of substances (e.g., Mason & Windle, 

2002), are unable to determine how externalizing relates to the development of co-occurring 

substance use over time. In order to integrate polysubstance into developmental theory, there is a 

need for more research examining how risk factors such as externalizing behaviors relate to 

patterns of substance use among adolescents.  

Prior studies that have used LCA to examine subgroups of polysubstance use among 

adolescents have typically identified three or four subgroups that vary in the type of substances 

used, and in their frequency or quantity of use (Halladay et al., 2020; Tomczyk et al., 2016). 

However, many of these studies have been limited by their assessment of substance use. For 

example, studies that only assess recent use of substances cannot capture all youth who have 

initiated use (e.g., Conway et al., 2013; Gilreath et al., 2014), and studies that only assess 

substance use initiation cannot determine whether youth continue use over time (e.g., Rose et al., 

2018; Schneider et al., 2020). Studies that limit assessment to the most commonly used 

substances (e.g., alcohol, cigarettes, cannabis) may not identify the highest risk subgroups of 

adolescents who use substances such as hallucinogens, cocaine, and opioids. Moreover, very few 

studies have examined longitudinal transitions across substance use subgroups among 

adolescents. The longitudinal studies that exist have typically examined change over a period of 

1 year or longer (Choi et al., 2018; Mistry et al., 2015; S. Shin, 2012; Zych et al., 2020), which 

cannot detect changes that occur more rapidly over the course of a year. A major limitation of the 

literature on polysubstance use development is that very few studies have examined 

polysubstance use in a sample comprised of early adolescents (e.g., Rose et al., 2018), a 

developmental stage when risk for substance use onset and escalation increases. More research is 
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needed that examines the development of polysubstance use during early adolescence.  

The research on the externalizing pathway to substance use is also limited in its 

generalizability. Though researchers have called for more research on substance use within 

unique sociocultural settings (Kakade et al., 2012; Kulis et al., 2016), few studies have examined 

polysubstance use or its etiology among samples from underserved urban communities (Kakade 

et al., 2012). This population, which includes disproportionate numbers of Black and Latiné 

youth, may be at particularly high risk for adverse outcomes. Some research suggests that Black 

adolescents may escalate their drinking to daily heavy drinking more quickly than White youth 

(Jackson, 2010). Due to systemic racism in educational, legal, and other systems, Black youth 

and young adults are more likely to experience adverse consequences resulting from their 

substance use such as school dropout and legal involvement (Kakade et al., 2012; Mitchell & 

Caudy, 2015; Zapolski et al., 2014). Only a few of the reviewed studies have included samples 

with a significant proportion of Black youth (e.g., Farrell et al., 2018; Lynne-Landsman et al., 

2011; Mustanski et al., 2013). In contrast, many studies have focused on primarily White 

samples (e.g., Bui et al., 2000; Ford, 2005; Huang et al., 2012; Lillehoj et al., 2005; Mason & 

Windle, 2002; McAdams et al., 2014). Moreover, many influential studies that support the 

externalizing pathway to substance use have focused on White adolescents (Dodge et al., 2009; 

Jessor, 1987), calling into question the generalizability of this pathway. A premise of prevention 

science is that prevention efforts will be effective only to the extent that they are able to reduce 

salient risk factors for a given population (Kellam et al., 1999). Research is thus needed that 

extends the literature examining polysubstance use and the externalizing pathway to substance 

use to Black youth living in urban settings.  

Finally, the influence of other potential pathways to adolescent-onset substance use 
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should be considered. An alternative pathway to the onset of substance use during adolescence is 

via internalizing symptoms (Hussong et al., 2011). There is mixed evidence that internalizing 

and externalizing symptoms are uniquely related to substance use (Hussong et al., 2017). 

Findings from three studies indicate that externalizing behaviors positively predict substance use 

after controlling for internalizing symptoms (Bui et al., 2000; Farmer et al., 2015; Maslowsky et 

al., 2014). In contrast, two other studies found that associations were no longer significant after 

controlling for internalizing symptoms (Jun et al., 2015), or a combination of internalizing and 

other covariates (Huang et al., 2001). In order to inform developmental pathways to adolescent 

substance use, studies should examine both the impact externalizing symptoms alone on 

substance use, and the unique impact of externalizing behaviors after controlling for internalizing 

symptoms. 

The Current Study 

 The overarching goal of this study was to advance research on the development of 

polysubstance use and its relations with externalizing behaviors among early adolescents. I 

addressed this goal by examining data from a primarily Black sample of middle school students 

living in urban communities. The first aim was to identify subgroups of early adolescents based 

on their initiation and recent substance use, and to examine transitions in those subgroups across 

two waves of data. To address methodological limitations of prior work, this study examined 

subgroups based on adolescents’ initiation and recent use of legal (i.e., alcohol, cigarettes) and 

illicit substances (i.e., cannabis, inhalants, hard drugs). This study also examined transitions in 

substance use over time for groups of adolescents assessed at different times during the school 

year and summer to determine when transitions were most likely to occur. These analyses were 

designed to shed light on typical patterns of substance use development during early adolescence 
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and the timing of escalation in substance use among this age group. This study focused on a 

primarily Black sample of early adolescents attending middle schools that served communities 

with high rates of violent crime and where most residents’ incomes were below the federal 

poverty threshold. Because notable variations have been identified across subpopulations in the 

types of substances, frequency of use, and prevalence of different subgroups, adding to the 

literature about substance use patterns among specific subpopulations of adolescents will help to 

facilitate development or modification of relevant substance use prevention programs for youth 

living in urban communities.  

The second aim of this study was to evaluate the extent to which two forms of 

externalizing behaviors (i.e., aggression, delinquency) were concurrently and prospectively 

related to early adolescents’ substance use patterns. To account for potential differences in 

development across subpopulations, the study examined differences in these associations across 

sex, grade, and the timing of the waves during the year. To my knowledge, only one other study 

has examined externalizing behavior as a predictor of transitions in substance use patterns over 

time (Chung et al., 2013). The current study aimed to extend this line of research by examining 

two forms of externalizing behaviors (i.e., delinquency, aggression) as predictors of transitions in 

substance use subgroups across two waves that are 3 months apart. These results contribute 

novel findings as to whether adolescents with high levels of externalizing behavior are at greater 

risk for initiating and escalating to polysubstance use during middle school, or whether 

externalizing behavior predicts particular patterns of substance use (e.g., alcohol use versus 

polysubstance use). The examination of bidirectional relations between externalizing behaviors 

and substance use also helps to clarify whether early adolescents who use substances are at 

greater risk for later physical aggression and delinquent behavior.  
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Although the focus of this study was on the externalizing pathway to substance use, I 

included sensitivity analyses that examined the unique impact of externalizing symptoms while 

controlling for distress symptoms. This analysis was designed to inform theory regarding the 

unique and intersecting influence of externalizing and internalizing pathways to substance use 

(Hussong et al., 2017). The findings of this study are relevant for informing targeted substance 

use prevention efforts for adolescents who engage in externalizing behaviors after the transition 

to middle school.  

Aim 1 

The first aim of this study was to examine longitudinal changes in substance use patterns 

among middle school students by identifying distinct subgroups that described heterogeneity in 

early adolescents’ patterns of substance use (Aim 1a) and determining the probability of 

remaining in the same subgroup versus transitioning to a different subgroup across two waves of 

data that were collected 3 months apart (Aim 1b). The subgroups based on patterns of substance 

use will be referred to as “substance use subgroups,” though each subgroup may not report 

engaging in substance use (i.e., no use). After identifying the substance use subgroups, I 

conducted tests of differential item functioning (DIF) to examine the extent to which substance 

use endorsement varied as a function of covariates (i.e., timing of waves, sex, grade, intervention 

phase; Aim 1c). Because the study involved analysis of data from a project that evaluated a 

bullying intervention, I also included intervention phase as a covariate to control for potential 

influences of the intervention on adolescents’ behavior. Finally, I examined how covariates 

related to transitions in subgroup membership over time (Aim 1c).  

Because LCA is an exploratory analysis, the number of subgroups and their patterns were 

not known in advance. However, results of a preliminary study using cross-sectional data from 
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the same project identified four substance use subgroups: non-use, alcohol use, initiation, and 

recent polysubstance use (Dunn & Farrell, 2021). Based on these hypothesized subgroups, I 

formulated general hypotheses prior to conducting any analyses for this study. After the 

subgroups were identified, I generated more specific hypotheses about each identified subgroup 

(see Formulating Hypotheses for the Subsequent Aims in the Results section). The hypotheses 

were registered with the Center for Open Science (https://doi.org/10.17605/OSF.IO/VBWJ9). I 

hypothesized that four subgroups similar to those found in the preliminary study (Dunn & 

Farrell, 2021) would be identified at both waves (Aim 1a). Regarding Aim 1b, I hypothesized 

that transitions would emerge across waves that represented escalations in the number of 

substances used. For Aim 1c, I hypothesized that participants’ sex and grade would show 

evidence of DIF and significant associations with subgroup membership. Because the 

intervention did not focus on substance use, I hypothesized that intervention phase would not be 

associated with indicators (i.e., DIF) or subgroup membership. I also hypothesized that the 

probability of transitioning across subgroups over time would vary as a function of sex and 

grade. More specifically, youth in older grades versus younger grades, and male adolescents 

versus female adolescents, would be more likely to transition between subgroups over time that 

represented escalations in use. Associations between the timing of the two waves during the year 

(i.e., fall to winter, winter to spring, spring to summer) and the probability of subgroup 

transitions were examined in an exploratory analysis.  

Aim 2 

The second aim of this study was to examine longitudinal bidirectional relations between 

two externalizing behaviors (i.e., physical aggression and delinquency) and patterns of substance 

use. At each wave, I first examined concurrent differences in the mean levels of each 
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externalizing behavior across the substance use subgroups (Aim 2a). For Aim 2b I examined 

prospective bidirectional associations between each externalizing behavior and the substance use 

subgroups. I evaluated the extent to which the longitudinal associations between each 

externalizing behavior and substance use subgroups varied as a function of each covariate (i.e., 

sex, grade, timing of the waves, intervention phase; Aim 2c). Finally, I conducted sensitivity 

analyses to examine the extent to which externalizing behaviors were associated with substance 

use subgroups after controlling for distress symptoms (Aim 2d).  

For Aim 2a, I hypothesized that subgroups that reported using a greater number of 

substances would also report more frequent physical aggression and delinquent behavior. For 

Aim 2b, I hypothesized that more frequent physical aggression and delinquent behavior at Wave 

1 would predict a greater probability of transitions into Wave 2 subgroups that represented 

escalation in substance use, such as using a greater number of substances or illicit substances 

(e.g., cannabis, inhalants). Because most prior studies have found that substance use does not 

predict subsequent changes in externalizing behaviors, I hypothesized that subgroup membership 

at Wave 1 would not predict changes in adolescents’ frequency of aggression or delinquent 

behavior across waves. I hypothesized that associations between externalizing behaviors and 

substance use subgroups would be consistent across sex, timing of the waves, and intervention 

phase, but would vary across grades (Aim 2c). More specifically, youth in seventh and eighth 

grade with high levels of externalizing behaviors would be more likely to escalate their substance 

use over time than youth in sixth grade with high externalizing behaviors. For the sensitivity 

analysis, I hypothesized that externalizing behaviors would uniquely predict substance use 

subgroups even after controlling for distress symptoms. I formulated more specific hypotheses 

regarding the associations between subgroup membership and externalizing behaviors after 
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completing Aim 1 and registered these hypotheses with the Center for Open Science prior to 

starting Aim 2 analyses (see Formulating Hypotheses for the Subsequent Aims in the Results 

section). 

Method 

Participants and Study Setting 

 This study used data from a project that evaluated a bullying prevention program at three 

urban middle schools (i.e., grades 6 through 8) in the Southeastern United States (see Farrell, 

Sullivan, et al., 2018; Sullivan et al., 2021). Schools were selected for participation in the project 

based on their high rates of truancy and location in neighborhoods with high rates of violent 

crime and households living at or below the federal poverty threshold. Data were collected in 3-

month intervals between February 2011 and June 2018 from random samples representing 10 

cohorts of students in grades 6, 7, and 8. The project used a planned missing design such that 

each student in the study was randomly assigned to participate in a maximum of two waves each 

project year. This study focused on participants from the evaluation project that were randomized 

to participate at two adjacent waves within a project year (i.e., fall and winter, winter and spring, 

or spring and summer). Data were randomly selected from one grade (i.e., grade 6, 7, or 8) for 

any participants who were randomly assigned to participate at adjacent waves during more than 

one grade.  

Of the 2,755 students included in the evaluation project, 1,811 (66%) met criteria for 

inclusion in the current study (see “Procedures” for more information). The majority of 

participants (85%) had completed surveys at both waves to which they were randomly assigned, 

resulting in a sample size of 1,781 at Wave 1 and 1,574 at Wave 2. Missing data were addressed 

using full information maximum likelihood estimation, which uses all available information to 
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estimate the model. At their first wave of data collection, students’ mean age was 13 years. 

Based on school records, over half (53%) were female adolescents and 47% were male 

adolescents. Eighteen percent of the sample identified as Hispanic or Latino/Latina ethnicity. 

Thirteen percent of the sample did not endorse any of the categories for race. The majority of 

those with missing data had identified their ethnicity as “Hispanic or Latino/Latina” (94%). 

Seven percent of the sample endorsed multiple categories for race. The majority of these (99%) 

endorsed African American or Black as one of the categories. The remainder of the sample 

endorsed a single category for race including African American or Black (72%), White (6%), 

American Indian or Alaska Native (2%), Asian (1%), and Native Hawaiian or Pacific Islander 

(1%). Most students at the participating schools (i.e., 74% to 85% across schools) were eligible 

for the federal free or reduced lunch program eligibility based on their income. Students most 

often reported living with two parents (27%), their mother (25%), their mother and stepfather 

(20%), or their mother and another relative (10%). The timing of the two adjacent waves of data 

collection for participants in this sample occurred during the (a) fall to winter (32%), (b) winter 

to spring (35%), and (c) spring to summer (34%).  

Procedures 

 The study used data from a project designed to evaluate the implementation of the 

Olweus Bullying Prevention Program (OBPP; Olweus & Limber, 2010) at three urban middle 

schools. The OBPP is a school-based program that aims to reduce bullying and improve school 

climate. The project used a multiple-baseline design, such that the order and timing of the 

intervention was randomized across schools. During the first year of the project, a random 

sample of students was recruited from school rosters from each grade. In each subsequent year, a 

random sample of students was selected from the new sixth grade cohort, and new students in 
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grades 7 and 8 were randomly selected to replace those who left the school. Each student who 

consented to participate in the study was randomly assigned to complete measures at two of the 

four waves (i.e., fall, winter, spring, summer) during each year until they left middle school or 

chose to discontinue participation. Parents or guardians provided consent and students provided 

assent to participate in the study. Students completed measures using a computer-assisted 

interview administered at school during the school year and at their homes or another community 

location during the summer. Participants received $10 gift cards for completing any part of the 

survey at each wave. The Virginia Commonwealth University Institutional Review Board 

approved all study procedures in the larger project and approved the use of anonymized data for 

secondary analysis in this study.  

The project collected data every 3 months between 2010 and 2018 with several 

exceptions. Data collection began in the winter wave during the first year of the project and were 

not collected during the fall of the sixth year (i.e., 2016) due to a change in the funding source. 

The last wave of data collection was in the spring of the final year of the project. Attrition 

occurred over the course of the project. Of the students who participated in the project, data were 

missing from one or more wave from students who could not be scheduled to take the survey 

(7%), declined to complete the survey (6%), failed data checks (4%), did not complete the survey 

(3%), would not be located (2%), completed the surveys too fast (1%), or for another reason (< 

1%). Data were also missing from students who became ineligible because they left the school 

(32%), withdrew from the study (1%), or became ineligible for another reason (2%).  

Measures 

Substance Use 

 Three items on the Problem Behavior History Scale (PBHS) assessed the participants’ 
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initiation of alcohol use, smoking cigars or cigarettes, and drug use (cannabis, inhalants, other 

hard drugs). For each item, the measure defined use as “more than a sip or taste.” Responses 

were 0 (never used) and 1 (initiated). Adolescents who reported their history of initiation of use 

across the two waves inconsistently (i.e., changed from initiated to never used) were recoded 

such that “initiated” responses were carried forward to the second wave of data. Supplemental 

analysis indicated that carrying responses forward resulted in more subgroup consistency over 

time and did not alter the structure of the subgroups (see Appendix A).  

The Problem Behavior Frequency Scale-Adolescent Report (PBFS-AR) assessed 

adolescents’ frequency of problem behaviors in the past 30-days on a 6-point scale, with 1 

(never), 2 (1–2 times), 3 (3–5 times), 4 (6–9 times), 5 (10–19 times), 6 (20 or more times). The 

PBFS-AR includes nine items that assess substance use: beer, wine, liquor, cigarettes, cigars 

(Black & Milds), cannabis, inhalants, other drugs (heroin, cocaine, ecstasy), and drunkenness. 

The measure defined alcohol use as “more than a sip or taste.” Preliminary frequency analyses 

indicated that response options 3 (3-5 times) through 6 (20 or more times) were endorsed by less 

than 5% of the sample on each item. PBFS-AR items were coded as binary for analyses (i.e., 30-

day use or no 30-day use) to eliminate potential estimation problems caused by empty cells. 

Twelve binary items that assessed participants’ lifetime history of initiating substance use (i.e., 3 

items) and past 30-day substance use (i.e., 9 items) were included as indicators of the subgroups.  

Externalizing Behaviors 

 This study used the five-item PBFS-AR Physical Aggression subscale, which assesses 

acts of violence against others (e.g., “hit or slapped someone”), and the six-item Delinquent 

Behavior subscale, which assesses nonviolent delinquent behaviors (e.g., “stolen something,” 

“purposely damaged property that did not belong to you”; Farrell et al., 2016). Responses to 
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subscale items were averaged to produce separate subscale scores for Physical Aggression and 

Delinquent Behavior. The PBFS-AR subscales have demonstrated concurrent validity with 

teacher- and self-reports of behavior, and strong measurement invariance across sex, grade, 

intervention condition, and the timing of waves (Farrell et al., 2017). Following the 

recommendations of results from an item response theory analysis of the PBFS-AR (Farrell et 

al., 2020), the items were recoded into a 4-point scale by collapsing the three highest response 

options (i.e., more than 6–9 times). To account for skewness and kurtosis in the subscales, 

subscale scores were log transformed and then rescaled to the same mean and standard deviation 

as the original subscales. The Physical Aggression and Delinquent Behavior subscales 

demonstrated acceptable reliability in a random cross-sectional sample from the dataset 

(Cronbach’s α = 0.80, 0.77 respectively).  

Distress Symptoms 

I included distress symptoms in a final sensitivity analysis to examine the unique effects 

of externalizing behaviors on substance use after accounting for distress symptoms. Participants 

reported their symptoms of distress on the 28-item Checklist of Children’s Distress Symptoms 

(Richters & Martinez, 1990). Items on the Checklist of Children’s Distress Symptoms are based 

on diagnostic criteria for Post-Traumatic Stress Disorder in the Diagnostic and Statistical Manual 

of Mental Disorders, third edition, revised (DSM-III-R; American Psychiatric Association, 1987) 

and represent the three clusters of Post-Traumatic Stress Disorder symptoms (i.e., hyperarousal, 

reexperiencing, and avoidance). The scale was designed to assess distress symptoms experienced 

by youth who were exposed to chronic community violence. Participants reported their 

frequency of symptoms in the past 6 months on a scale from 1 (never) to 5 (most of the time), 

and the responses across all items were averaged to create a total score. Prior research supported 
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the validity of the scale (Richters & Martinez, 1990). The measure demonstrated good reliability 

(Cronbach’s α = 0.94).  

Covariates 

 Participants’ sex based on school records, grade, intervention phase, and timing of the 

waves were included as covariates. The timing of the waves during the year was represented by 

dummy-coded variables to examine differences in subgroups and transition probabilities across 

different times of year (i.e., fall to winter vs. winter to spring, vs. spring to summer). Intervention 

phase indicated whether the intervention was being implemented at the student’s school during 

the year their data were collected. Because the intervention did not focus on substance use or 

delinquency, and no significant intervention effects were found on students’ reports of their 

frequency of physical aggression in the original project (Sullivan et al., 2021), I did not expect to 

intervention phase to be associated with the study variables. Students’ racial identity was not 

included as a covariate because the majority (75%) of participants identified as Black or African 

American and the remaining 25% represented a diverse group with no more than 10% endorsing 

any other single race. Dummy-coded variables for timing of the waves, sex, grade, and 

intervention phase were evaluated for measurement invariance (i.e., DIF) and included in each 

model as covariates.  

Data Analyses 

 I used Mplus Version 8.8 statistical software (Muthén & Muthén, 2017) for all analyses 

and the Mplus Automation package for R to conduct mixture analyses (Hallquist & Wiley, 

2018). I addressed missing data using full information maximum likelihood estimation, which 

uses all observed responses. One limitation of full information maximum likelihood estimation is 

that it does not include cases that are missing on all exogenous variables (i.e., independent 
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variables). This led to some missing data in LCA and LTA models. I accounted for non-

normality by using a robust estimator to compute standard errors and accounted for nesting of 

students by cohort and school using sandwich estimators (i.e., type=complex; Muthén & Satorra, 

1995). 

Aim 1 

 To address Aim 1, I identified subgroups of substance use at two waves and examined 

subgroup transitions across waves using the following methods:  

 Aim 1a. I conducted an LCA (Masyn, 2013) separately at Wave 1 and Wave 2 to identify 

subgroups that differed in their patterns of substance use based on 12 binary indicators (see 

Figure 1). I specified a one-class model and then increased the number of classes by one until the 

models were no longer well identified. I determined the optimal number of subgroups by 

comparing models on several recommended indices of model fit (Masyn, 2013), including the 

Bayesian information criterion (BIC; Schwarz, 1978), Consistent Aikaike information criterion 

(CAIC; Bozdogan, 1987), and approximate weight of evidence criterion (AWE; Banfield & 

Raftery, 1993). The model with the minimum value for the BIC, CAIC, and AWE was 

considered the best fitting model based on each criterion.  

When the fit indices disagreed on the best fitting model, I weighed the model suggested 

by the BIC most strongly because the BIC more consistently identifies the optimal number of 

classes compared with other fit indices (Nylund et al., 2007). I considered the relative 

improvement (RI) of each model, which represents the change in model fit from model K to 

model K+1, relative to the greatest possible change (i.e., from a model with 1 to 2 classes; 

Moore, 2020). I visually inspected scree plots of the model fit indices for an “elbow,” which 

indicated the model where the relative improvement in fit declined. I also examined indices to 
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determine if adding another class resulted in a meaningful improvement in model fit. The 

bootstrap likelihood ratio test (BLRT) and the Vuong-Lo-Mendell-Rubin likelihood ratio test 

(VLMR-LRT) were used to compare the relative fit of models, where non-significant p-values 

indicated that adding an additional class did not improve model fit (Masyn, 2013). Based on 

these indices, likelihood ratio tests, and plots, I determined which contender models were 

supported by the strongest evidence. Finally, I interpreted the models under consideration based 

on their item response probabilities to determine whether each additional class represented a 

unique, qualitatively distinct pattern of substance use. 

I evaluated the classification quality of competing models based on the average posterior 

class probabilities, odds of correct classification ratios, and model class assignment proportions. 

Models with average posterior class probability values greater than 0.7 and odds of correct 

classification ratios greater than 5.0 were considered to have well-separated classes and high 

accuracy in class assignment (Nagin, 2005). Model class assignment proportion values that fell 

within a 95% confidence interval for the model-based class proportions supported classification 

accuracy (Masyn, 2013). I also considered entropy values for the model, with values greater than 

0.80 indicating good classification. Finally, I considered the size of the smallest subgroup, prior 

research, and model parsimony when selecting the optimal number of subgroups at each wave.  

Aim 1b. I then evaluated longitudinal measurement invariance of the subgroups by 

estimating the latent classes at each wave simultaneously in the same model and comparing a 

model in which the item threshold parameters for each indicator were constrained across waves 

to a second model in which the item threshold parameters were allowed to vary across waves 

(Nylund-Gibson et al., 2022). Item threshold parameters represent the probability of endorsing 

each indicator within each subgroup. After evaluating longitudinal measurement invariance, I 
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conducted the LTA using an extension of the three-step BCH method to account for uncertainty 

in class assignment at each wave (Asparouhov & Muthen, 2021). I regressed the categorical 

latent subgroup variable at Wave 2 on the latent subgroup variable at Wave 1 (see Figure 1) to 

examine the probability of remaining within the same subgroup across waves (i.e., stability) or 

transitioning to a new subgroup across waves. I also calculated the odds of transitioning into 

subgroups with different patterns of substance use relative to remaining in the same subgroup 

over time.  

Aim 1c. After identifying the subgroups at each wave and establishing longitudinal 

measurement invariance, I examined the covariates as sources of measurement invariance in the 

latent class indicators, known as differential item functioning (DIF). Recent developments in 

mixture modeling suggest that ignoring sources of DIF can lead to biased estimates of covariate 

relations with subgroup membership (Bettencourt et al., 2021; Masyn, 2017). I evaluated DIF by 

each covariate (i.e., sex, grade, timing of waves, intervention phase) using the stepwise methods 

recommended by Masyn (2017) and Bettencourt et al. (2021). Next, I incorporated all sources of 

DIF that were identified with the LCA models into the LTA model and examined the association 

between covariates (i.e., sex, grade, intervention phase, timing of waves) and subgroup 

membership in the LTA model. I specified a series of models to identify the optimal way to 

account for the covariate’s effects on subgroup membership and/or transitions (Muthén, 2021). 

The optimal covariate structure for each covariate was retained to control for covariate 

differences in subgroup membership in Aim 2 analyses.  

Aim 2  

 To address Aim 2, I examined cross-sectional and longitudinal relations between 

substance use subgroups and externalizing variables, with separate models for physical 
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aggression and delinquent behavior. The analyses included the following steps:  

 Aim 2a. I first examined cross-sectional associations between the externalizing variables 

and substance use subgroups. Within the LCA model at each wave, I used the three-step BCH 

approach (Asparouhov & Muthen, 2021) to examine mean differences in the frequency of each 

externalizing behavior across subgroups while controlling for the effects of covariates (i.e., sex, 

grade, intervention phase, timing of waves) on the externalizing behaviors.  

 Aim 2b. Next, I used a series of cross-lagged regression models to examine longitudinal 

bidirectional associations between each externalizing variable and substance use in separate one-

sided models to reduce their complexity (see Figure 2). The first one-sided model examined the 

extent to which each externalizing variable predicted transitions in subgroup membership while 

controlling for the covariate effects on subgroup membership (e.g., see Figure 2a). The second 

one-sided model examined the extent to which membership in each substance use subgroup 

predicted change in the frequency of each externalizing variable, while accounting for the 

autoregressive and covariate effects on the externalizing variables (see Figure 2b).  

Aim 2c. For Aim 2c I evaluated whether the associations examined in Aim 2b differed 

across grade, sex, intervention phase, and timing of the waves. I examined the moderating effects 

of each covariate on these associations in separate models for each one-sided model, 

externalizing variable, and covariate.  

Aim 2d. As a final sensitivity analysis, I incorporated the distress symptoms variable into 

the cross-lagged models from Aim 2b that evaluated the effects of the externalizing variables on 

transitions in subgroup membership (see Figure 2a). These analyses evaluated the unique effect 

of each externalizing behavior (i.e., delinquency, physical aggression) and distress symptoms on 

transitions in substance use subgroups.  
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Figure 1. 

Latent Transition Analysis Model 

 
Note. The initial latent class analyses were conducted separately for Wave 1 and Wave 2. The blue line indicates that regression of 

Wave 2 on Wave 1, which was added for the latent transition analysis. 
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Figure 2.  

One-Sided Cross-Lagged Regression Models  

 
  

 

Note. Effects of covariates and correlations among residuals within the same wave are not shown to reduce complexity of the figure. 

Red arrows depict cross-lagged effects. Black arrows depict autoregressive effects.  
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Results 

Descriptive Statistics 

 Using full information maximum likelihood estimation to account for missing data, I 

examined the proportion of early adolescents who endorsed each of the latent class indicators 

separately within each wave (see Table 1). The percentage of participants that reported initiation 

of specific substances ranged from 11% to 20% at Wave 1 and 14% to 25% at Wave 2. 

Participants’ endorsement of past 30-day use of specific substances ranged from 2% to 8% at 

Wave 1 and 2% to 7% at Wave 2. The descriptive statistics and correlations for the measures of 

physical aggression, delinquent behavior, and distress symptoms are reported in Table 2. 

Variables that had skewed and kurtotic distributions were log-transformed and the resulting 

values were rescaled to have the same means and SDs as the original scores to facilitate their 

interpretation. The log-transformed scores for physical aggression and delinquent behavior had 

large, positive correlations with each other within Wave 1 (r = .54) and Wave 2 (r = .51). The 

log-transformed scores for physical aggression were moderately positively correlated with 

distress symptoms within Wave 1 (r = .31) and Wave 2 (r = 32). The log-transformed scores for 

delinquent behavior showed small positive correlations with distress symptoms within both 

waves (rs = .22, .24).  
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Table 1. 

Percentage of Participants at Each Wave Endorsing Each 

Substance Use Indicator  

Indicator Variable Wave 1 

(n = 1778) 

Wave 2 

(n = 1573) 

  Percentage 

Lifetime 

Initiation 
Alcohol 20% 25% 

Drugs 11% 14% 

Cigars/Cigarettes 11% 14% 

Past 30-

Day Use 
Liquor 7% 7% 

Beer 7% 7% 

Got drunk 5% 5% 

Wine/wine coolers 8% 7% 

Cannabis 6% 7% 

Inhalants 3% 3% 

Illicit drugs 2% 2% 

Cigars 6% 7% 

Cigarettes 4% 4% 
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Table 2. 

Descriptive Statistics and Correlations Among Externalizing and Distress Symptom Variables at Wave 1 and Wave 2 

    Minimum Maximum Mean Skewness Kurtosis 1 2 3 4 

  Wave 1 (n = 1778) 

1 Physical Aggression 1.00 4.00 1.40 1.84 3.38     
2 Physical Aggression (log) 0.94 3.25 1.40 1.13 0.46 0.98**    
3 Delinquent Behavior 1.00 4.00 1.14 4.03 19.71 0.57** 0.53**   
4 Delinquent Behavior (log) 0.98 3.18 1.14 2.83 8.60 0.57** 0.54** 0.98**  
5 Distress Symptoms 1.00 5.00 1.95 1.00 0.67 0.29** 0.31** 0.20** 0.22** 

  Wave 2 (n = 1573) 

1 Physical Aggression 1.00 4.00 1.35 2.01 4.25     
2 Physical Aggression (log) 0.94 3.25 1.34 1.30 0.90 0.98**    
3 Delinquent Behavior 1.00 4.00 1.13 4.13 21.05 0.52** 0.49**   
4 Delinquent Behavior (log) 0.98 3.18 1.12 2.93 9.28 0.54** 0.51** 0.98**  
5 Distress Symptoms 1.00 5.00 1.83 1.15 1.09 0.31** 0.32** 0.22** 0.24** 

Note. Log-transformed scores were rescaled to have the same means and standard deviations as the original scales.  
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Latent Class Enumeration 

 Removal of cases that were missing on all 12 latent class indicators within each wave 

resulted in a sample size of 1,778 at Wave 1 and 1,573 at Wave 2. Class enumeration of the 12 

binary indicators resulted in proper solutions for up to seven classes at each wave. The four-class 

model was identified as optimal at both waves based on having the best fit as indicated by the 

minimum values for the BIC and the CAIC (see Table 3). Although the AWE supported the 

three-class model, I weighed the optimal model suggested by the BIC more strongly because the 

BIC more consistently identifies the optimal number of classes compared with other fit indices 

(Nylund et al., 2007). The VLMR-LRT indicated that the model did not improve with the 

addition of the sixth class, whereas the BLRT was significant in every case and did not suggest a 

point where adding an additional class did not improve model fit. However, inspection of scree 

plots of the loglikelihood values showed “elbows” at the four-class model, suggesting that 

improvement in model fit declined after the addition of the fourth class. The RI values similarly 

showed that improvement in model fit leveled-off after the four-class model. Because the four-

class model was supported by the BIC and the abundance of information, I evaluated its 

classification quality and item response probabilities to determine if the subgroups based on this 

model were accurately defined, quantitatively and qualitatively distinct, and consistent with 

theory.  

At each wave the four-class model achieved adequate classification precision (see Table 

4). Average posterior class probability values ranging from .85 to .96 and odds of correct 

classification ratios between 7 and 335 suggested that the classes were well-separated and the 

model had high accuracy in class assignment. The class proportions based on each individual’s 

most likely class membership fell within a bootstrapped 95% confidence interval around the 
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model estimated class proportions, supporting classification accuracy. Finally, the entropy values 

at Wave 1 and Wave 2 (.88, .87, respectively) indicated good classification precision. The 

bivariate residual covariances between latent class indicators were examined to evaluate the 

assumption of local independence within the four-class models. Less than 5% of the 264 

residuals were significant at p < .05 (i.e., 14 at Wave 1, 6 at Wave 2), supporting the assumption 

of local independence.  

 The unconditional item response probabilities suggested that the four-class models at 

both waves were interpretable and consistent with theory and prior research (See Table 5). The 

subgroup patterns were generally consistent across waves (see Figure 3). The largest subgroup 

(i.e., 76% of the sample at Wave 1, 73% at Wave 2) represented Non-Use, with low probabilities 

of endorsing any substance use initiation and past 30-day substance use (probabilities = .00 to 

.08). Adolescents in the Initiation subgroup (Wave 1 = 11%, Wave 2 = 13%) had moderate to 

high probabilities (probabilities = .53 to .64 across waves) of endorsing initiation of alcohol, 

drugs, or cigarettes/cigars, but low probabilities of endorsing any substance use in the past 30 

days (i.e., probabilities = .00 to .22). Response patterns for the Initiation subgroup revealed that 

the majority of adolescents in this subgroup (i.e., 90% at Wave 1, 95% at Wave 2) had endorsed 

initiation of at least one substance. Initiation of two or more substances was endorsed by 55% of 

the subgroup at Wave 1 and 72% of the subgroup at Wave 2. However, adolescents in this 

subgroup varied in which specific substances they reported initiating, resulting in moderate 

response probabilities for each individual indicator of initiation at the subgroup level.  

Adolescents in the Alcohol Use subgroup (Wave 1 = 7%, Wave 2 = 7%) had a high 

probability (.86) of endorsing initiation of alcohol use and small to moderate probabilities of 

alcohol use in the past 30-days (probabilities = .11 to .46 across items and waves). However, 
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their probabilities of prior initiation of other substances (probabilities = .10 to .19) and past 30-

day use of other substances (probabilities = .00 to .06) were small. Response patterns indicated 

that 100% of adolescents in the Alcohol Use subgroup at both waves endorsed either prior 

alcohol use initiation or use in the past 30-days. The majority of this subgroup (i.e., 81% at Wave 

1, 77% at Wave 2) endorsed alcohol use initiation and one or more types of alcohol in the past 

30-days. Varying patterns across the four types of alcohol they reported using in the past 30-days 

(i.e., beer, liquor, wine/wine coolers, got drunk) resulted in small to moderate probabilities for 

individual items at the subgroup level.  

Finally, youth in the Polysubstance Use subgroup (Wave 1 = 6%, Wave 2 = 7%) had 

high probabilities of endorsing initiation of alcohol use (probabilities = .84, .88) and moderate to 

high probabilities of endorsing initiation of cigarette/cigar and drug use across waves 

(cigarette/cigar probabilities = .66, 63, drug use probabilities = .66, .70). The Polysubstance Use 

subgroup had moderate to high probabilities (i.e., > .50) of endorsing past 30-day use of alcohol, 

cannabis, and cigars. Although probabilities were small to moderate for cigarette, inhalant, and 

illicit drug use (probabilities = .23 to .46 across waves), this subgroup had substantially larger 

probabilities of endorsing these items relative to both the entire sample (probabilities = .02 to 

.04) and all other subgroups. I examined the number of types of substances endorsed, 

considering initiation or past 30-day use of alcohol (i.e., wine/wine coolers, liquor, beer, getting 

drunk), tobacco products (i.e., cigars/cigarettes), and illicit drugs (i.e., cannabis, inhalants, other 

drugs) as different types of substances. At Wave 1, 97% of the Polysubstance Use subgroup 

endorsed at least two types of substances, and 65% endorsed all three types. At Wave 2, 99% of 

the subgroup endorsed at least two substance types, and 84% endorsed all three.  
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Table 3. 

        
Fit Indices for the Latent Class Models Estimated Separately at Wave 1 and 2 

K LL npar BIC CAIC AWE 

RI  

(K, K+1) LRTS 

Adj LMR 

p-value 

BLRT  

p-value 

 Wave 1 (n = 1778) 

1-class -5147.50 12 10384.79 10396.79 10510.59 na na na na 

2-class -3855.04 25 7897.16 7922.16 8159.24 na 2558.62 0.000 <.001 

3-class -3665.09 38 7614.54 7652.54 8012.90 0.15 376.03 0.000 <.001 

4-class -3591.57 51 7564.79 7615.79 8099.44 0.06 145.53 0.000 <.001 

5-class -3544.45 64 7567.82 7631.82 8238.75 0.04 93.29 0.000 <.001 

6-class -3505.96 77 7588.13 7665.13 8395.34 0.03 76.19 0.002 <.001 

7-class -3469.29 90 7612.08 7702.08 8555.57 0.03 72.59 0.417 <.001 

 Wave 2 (n = 1573) 

1-class -4895.35 12 9879.03 9891.03 10003.36 na na na na 

2-class -3762.75 25 7709.52 7734.52 7968.54 na 2241.77 0.000 <.001 

3-class -3580.14 38 7439.98 7477.98 7833.69 0.16 361.46 0.000 <.001 

4-class -3509.66 51 7394.72 7445.72 7923.11 0.06 139.50 0.013 <.001 

5-class -3478.61 64 7428.30 7492.30 8091.39 0.03 61.46 0.000 <.001 

6-class -3451.12 77 7469.01 7546.01 8266.79 0.02 55.36 0.406 <.001 

7-class -3425.61 90 7513.68 7603.68 8446.15 0.02 51.47 0.512 <.001 

Note. K number of latent classes, LL maximum likelihood value obtained for each model, npar number of free parameters in the 

model, BIC Bayesian information criterion, CAIC consistent Akaike’s information criterion, AWE average weight of evidence 

criterion, RI relative improvement, LRTS likelihood ratio test statistic comparing row model with K classes to the model with K + 1 

classes, Adj. LMR p adjusted Lo–Mendell–Rubin p-value for the LRTS, BLRT p parametric bootstrapped p-value for the LRTS. 

Values in bold for the BIC, CAIC, and AWE indicate the model with the minimum value.  
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Table 4. 

     

Classification Quality of the Unconditional Four-Class Model at both Waves 

 

K 

Estimated 

proportion 95% C.I. mcaP AvePP OCC 

 Wave 1 (n = 1778) 

Class 1 0.76 (0.72, 0.79) 0.78 0.96 7.46 

Class 2 0.11 (0.05, 0.13) 0.10 0.85 48.03 

Class 3 0.07 (0.05, 0.14) 0.06 0.89 102.07 

Class 4 0.06 (0.05, 0.07) 0.06 0.94 249.29 

 Wave 2 (n = 1573) 

Class 1 0.73 (0.71, 0.76) 0.77 0.95 6.92 

Class 2 0.13 (0.11, 0.16) 0.11 0.90 60.71 

Class 3 0.07 (0.05 0.08) 0.06 0.96 335.19 

Class 4 0.07 (0.05, 0.09) 0.06 0.87 93.44 

Note. C.I. confidence interval; mcaP modal class assignment proportion; 

AvePP Average Posterior Probabilities; OCC Odds of Correct Classification.  
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Table 5.  

          
Item Response Probabilities for the Unconditional Latent Class Models Estimated Separately at Wave 1 and Wave 2.  

  Wave 1 (n = 1778)  Wave 2 (n = 1573) 

    

Non- 

Use 

(76%) 

Initiation 

 

(11%) 

Alcohol 

Use 

(7%) 

Polysubstance 

Use 

(6%)  

Non- 

Use 

(73%) 

Initiation 

 

(13%) 

Alcohol 

Use 

(7%) 

Polysubstance 

Use 

(7%) 

Lifetime 

Initiation 
Alcohol 0.04 0.53 0.86 0.88  0.08 0.64 0.86 0.84 

Drugs 0.00 0.57 0.10 0.66  0.01 0.61 0.18 0.70 

Cigarettes/Cigars 0.00 0.57 0.14 0.66  0.01 0.59 0.19 0.63 

Past 30-

Day Use 
Liquor 0.00 0.03 0.28 0.79  0.00 0.02 0.44 0.63 

Beer 0.00 0.04 0.34 0.63  0.01 0.03 0.37 0.52 

Got drunk 0.00 0.03 0.11 0.57  0.00 0.00 0.14 0.59 

Wine/wine coolers 0.01 0.04 0.42 0.74  0.00 0.00 0.46 0.62 

Cannabis 0.00 0.18 0.00 0.61  0.00 0.15 0.06 0.68 

Inhalants 0.01 0.07 0.06 0.28  0.01 0.02 0.03 0.26 

Illicit drugs 0.00 0.03 0.01 0.23  0.00 0.03 0.00 0.29 

Cigars 0.00 0.22 0.00 0.65  0.00 0.19 0.00 0.76 

Cigarettes 0.00 0.10 0.00 0.46   0.00 0.08 0.00 0.43 

Note. Bolded values indicate moderate to high probabilities (i.e., > .50).  
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Figure 3. 

Plot of Response Probabilities for the Unconditional Four-Class Models Estimated Separately at Wave 1 and Wave 2 

 
Note. Wave 1 n = 1778, Wave 2 n = 1573.  
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Formulating Hypotheses for the Subsequent Aims 

 After identifying the optimal number of subgroups at each wave and interpreting these 

subgroups, I formulated the following specific hypotheses for the remaining aims: 

Aim 1b. Regarding transitions in subgroup membership over time, I hypothesized that 

individuals would be most likely to remain in the same subgroup over time (i.e., stability 

probabilities). When transitions occurred, I hypothesized escalation into more serious 

patterns of use would be most common, such that: (a) the Non-Use subgroup would have 

a greater probability of transitioning into Initiation and Alcohol Use subgroups than into 

the Polysubstance Use subgroup, (b) the Initiation subgroup would have a greater 

probability of transitioning into Alcohol Use than into the Polysubstance Use subgroup, 

and (c) the Alcohol Use subgroup would have a greater probability of transitioning into 

the Initiation than into the Polysubstance Use subgroup. 

Aim 1c. Regarding the examination of DIF and covariate relations with class 

membership, I hypothesized that participant’s sex and grade would show evidence of DIF 

and would be related to subgroup membership, but the timing of waves or intervention 

phase would not. More specifically, I hypothesized that male adolescents would be more 

likely than female adolescents to endorse substance use indicators after accounting for 

class membership. I also hypothesized that youth in seventh and eighth grade would be 

more likely to endorse substance use items than those in sixth grade after accounting for 

class membership. I did not hypothesize which specific indicators would show evidence 

of DIF. Regarding covariate associations with subgroup membership, I hypothesized that 

female adolescents and those in sixth grade would have greater odds of being in the Non-

Use subgroup than male adolescents and those in the seventh and eighth grades. I 
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expected that male adolescents and seventh and eighth graders would have greater odds 

of being in the Alcohol Use and Polysubstance Use subgroup than sixth graders and 

female adolescents. 

With respect to the associations between covariates and subgroup transitions, I 

hypothesized that students’ sex and grade would relate to their transition probabilities, 

such that male and older adolescents (i.e., grades 7 and 8) would have greater 

probabilities of transitions that represent escalating use (i.e., Non- Use → using 

subgroups; Initiation → Alcohol Use or Polysubstance Use; Alcohol Use → 

Polysubstance Use). I did not expect intervention phase to be related to transition 

probabilities. I conducted exploratory analyses to examine whether the timing of waves 

during the year relates to transitions in subgroups over time.  

 Aim 2a. I hypothesized that there would be differences in the mean levels of each 

externalizing behavior across all subgroups. More specifically, youth in the 

Polysubstance Use subgroup would report the highest frequencies on both externalizing 

behaviors, followed by Alcohol Use, Initiation, and Non-Use subgroups.  

Aim 2b. I hypothesized that each externalizing behavior would predict transition 

probabilities. Youth who reported more frequent physical aggression and delinquent 

behavior at Wave 1 would be more likely to transition into subgroups at Wave 2 that 

represented escalation in substance use (i.e., Non-Use → using subgroups; Initiation → 

Polysubstance Use; Alcohol Use → Polysubstance Use) relative to remaining in the same 

subgroup (i.e., stability). I hypothesized that substance use subgroup membership at 

Wave 1 would not predict change in adolescents’ frequency of aggression or delinquent 

behavior at Wave 2.  
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Aim 2c. I hypothesized that the associations between externalizing behaviors and 

substance use subgroups would be consistent across sex, timing of the waves, and 

intervention phase. However, I hypothesized that the relations between externalizing 

behaviors and substance use subgroups would vary across grades (i.e., moderation), such 

that older youth (i.e., grades 7 and 8) with high levels of externalizing behaviors would 

be more likely to escalate their substance use over time than younger youth (i.e., grade 6) 

with high externalizing behaviors. 

 Aim 2d. For the sensitivity analyses, I hypothesized that adolescents who reported more 

distress symptoms at Wave 1 would be more likely to transition into subgroups at Wave 2 

that represented escalation in substance use relative to remaining in the same subgroup 

(i.e., stability). I hypothesized that after controlling for distress symptoms, each 

externalizing behavior would still uniquely predict escalation in substance use subgroups 

(as stated in hypotheses for Aim 2b). 

Latent Transition Analysis  

 After identifying the optimal number of subgroups at each wave, I visually inspected the 

LCA models to determine whether the classes at both waves had similar sizes and 

interpretations. Longitudinal measurement invariance is present when the likelihood of endorsing 

each indicator within a given subgroup is constrained to be the same at multiple time points. To 

evaluate longitudinal invariance in the subgroups, I incorporated the four-class LCA models 

from each wave into the same model but did not specify any structural associations between the 

two waves. In other words, the LCA models at both waves were estimated simultaneously but 

not regressed on each other. I evaluated longitudinal measurement invariance by comparing a 

model in which the item threshold parameters for each indicator were constrained across waves 
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to an unconstrained model in which the threshold parameters were allowed to vary across waves 

(Nylund-Gibson et al., 2022). The structural parameters (e.g., class sizes) were allowed to vary 

across waves in both models. I used the scaled log likelihood ratio difference test (Satorra & 

Bentler, 2010) to evaluate whether constraining the threshold parameters across waves decreased 

model fit. The sample size for this model was 1,810 because only one case was missing on all 

indicator variables at both waves and FIML estimation uses all available data. The LTA did not 

exclude cases that were missing data at only one of the two waves.  

I determined that the four subgroups were conceptually similar at both waves based on 

the item response probabilities from the LCA models estimated separately at each wave (see 

Table 5). Because the subgroup patterns were similar, I evaluated longitudinal measurement 

invariance for all four of the subgroups. The model in which the item threshold parameters for 

each indicator within a given subgroup were allowed to vary across waves did not significantly 

improve upon the fit of the model that constrained these parameters across waves (χ2(48) = 

50.47, p = .376). This supported longitudinal measurement invariance. Constraining the 

subgroup parameters to be the same at each wave resulted in small changes in the class sizes and 

response probabilities but did not alter the overall interpretation of the subgroups or the structural 

parameters (see Table 6). Changes in the item response probabilities were not substantial enough 

to alter the substantive meaning of the subgroups. Longitudinal measurement invariance (i.e., 

subgroups constrained over time) was therefore assumed in all subsequent LTA models. 

Within the longitudinal constrained model, I conducted the LTA using an extension of 

the three-step BCH method (Asparouhov & Muthen, 2021). This approach involved estimating 

the latent class variable for each wave in the same model and saving the joint BCH weights, 

which reflected measurement error in class assignment at each wave. I then used the joint BCH 
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weights to estimate the LTA. The purpose of the BCH approach is to use weights (i.e., BCH 

weights) to account for the fact that there is uncertainty in individual classification to each 

subgroup. Most individuals do not have a probability of 1.0 of being classified into a particular 

subgroup. This approach thus provides an advantage over hard-classifying individuals into their 

most-likely subgroup by controlling for error in their subgroup assignment. Using the BCH 

approach also reduces the likelihood of the subgroups changing (i.e., individual cases moving to 

a different subgroup) when predictors are incorporated into the model. In the last step of the 

three-step method, I specified the structural associations of the LTA model by regressing the 

latent subgroup variable at Wave 2 on the latent subgroup variable at Wave 1 (see Figure 1). I 

identified the probability of remaining within the same subgroup across waves (i.e., stability) and 

transitioning to each other subgroup across waves using multinomial logistic regressions for the 

effect of Wave 1 subgroup membership on Wave 2 subgroup membership. I also used these 

estimates to calculate the odds of transitioning into subgroups with different patterns of 

substance use relative to remaining in the same subgroup over time.  

Transition probabilities based on the unconditional LTA (i.e., model with no covariates) 

are presented in Table 7. As hypothesized, early adolescents were most likely to remain in the 

same substance use subgroup 3 months later. Adolescents in the Non-Use subgroup were 

unlikely (i.e., probabilities of .03 to .04) to transition to any other subgroup. That is, only about 

10% percent of early adolescents who were in the Non-Use subgroup at the first wave reported 

initiation or past 30-day substance use 3 months later. Youth in the Initiation subgroup had a 

small probability (.08) of transitioning to the Polysubstance Use subgroup. The probability of 

transitioning from the Initiation to the Alcohol Use subgroup was zero. About 10% of early 

adolescents in the Alcohol Use subgroup at Wave 1 transitioned to the Initiation subgroup at 
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Wave 2. The transition from Alcohol Use to Initiation may represent early adolescents who 

began one or two new types of substances (i.e., other than alcohol) during the time period 

between waves, or those who had initiated alcohol use but reported no past 30-day alcohol use at 

the second wave. Another 10% of those in the Alcohol Use subgroup transitioned to the 

Polysubstance Use subgroup. Finally, youth in the Polysubstance Use subgroup were as likely to 

remain in this subgroup (probability = .49) as they were to de-escalate their use (probability = 

.49). They had a small-to-moderate probability (.37) of transitioning to the Initiation subgroup 

with no past 30-day use, and a small probability (.12) of reporting alcohol use only (i.e., Alcohol 

Use subgroup. This suggests that a large portion of youth who had initiated polysubstance use 

did not consistently use three or more substances during the past month. It should be noted that 

there were small probabilities that adolescents in subgroups that endorsed substance use at Wave 

1 transitioned to the Non-Use subgroup at Wave 2. This transition pattern was allowed to occur 

in the model to account for naturally existing error in responses on measures and in model 

estimation. This was most likely to occur for the Alcohol Use subgroup (probability = .27).  

 Next, I evaluated my hypotheses regarding the likelihood of different transition patterns. I 

hypothesized that transitions to different subgroups over time would be more likely to represent 

escalation in substance use (i.e., transitioning to subgroups with use of more substances) rather 

than de-escalation (i.e., use of fewer substances). I also hypothesized that these transitions would 

be more likely to follow a sequential escalation in use (i.e., Non-Use, Alcohol Use, Initiation, 

Polysubstance Use) rather than escalating directly from no use to polysubstance use. To test 

these hypotheses, I calculated odds ratios for the odds of transitioning to the hypothesized 

subgroup relative to the odds of all other possible transition patterns (i.e., staying or transitioning 
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to any other subgroup). I then evaluated the significance of the odds ratios based on 95% 

confidence intervals with 5,000 bootstraps.  

The hypothesized transition patterns were not supported. Early adolescents in the Non-

Use subgroup were equally likely to transition to the Initiation subgroup and the Alcohol Use 

subgroup as they were to transition to the Polysubstance Use subgroup (respectively ORs=1.30, 

1.02, 95% CI [0.60, 2.66], [0.54, 1.83]). An odds ratio could not be calculated to compare the 

likelihood of transitioning from Initiation to Alcohol Use versus Polysubstance Use because the 

model-estimated probability of transitioning from the Initiation to Alcohol Use subgroup was 

zero. Adolescents in the Alcohol Use subgroup were equally likely to transition to the Initiation 

(i.e., with no past 30-day use) subgroup as the Polysubstance Use subgroup (OR = .97, 95% CI 

[0.00, 8.92]). Adolescents in the Polysubstance Use subgroup were no more likely to transition 

to the Initiation subgroup than to the Alcohol Use subgroup (OR = 2.98, 95% CI [0.70, 15.99]).  

Although early adolescents in the Non-Use and Initiation subgroups had small 

probabilities of transitioning into a different subgroup over time, there were more notable shifts 

for the adolescents in the Alcohol Use and Polysubstance Use subgroups across this 3-month 

period. Figure 4 displays data based on the estimated LTA model indicating the percentage of 

adolescents within each Wave 2 subgroup that had been in each of the four subgroups at Wave 1. 

Among youth in the Polysubstance Use subgroup at Wave 2, 45% had been in the Polysubstance 

Use subgroup at Wave 1, most of the rest (32%) had previously been in the Non-Use subgroup, 

and fewer had been in the Initiation (13%) or Alcohol Use (10%) subgroups. Although the Non-

Use subgroup at Wave 1 had a smaller probability (.03) of transitioning into the Polysubstance 

Use subgroup at Wave 2 than the other subgroups, it represented a larger percentage of the 

Polysubstance Use subgroup at Wave 2 because the Non-Use subgroup represents a substantially 



 

 

61 

larger portion of the total sample (see Figure 4). It is, however, noteworthy that 32% of 

adolescents who reported polysubstance use at Wave 2 had reported no substance use 3 months 

earlier. Among adolescents in the Alcohol Use subgroup at Wave 2, the majority (56%) had been 

in the Alcohol Use subgroup at Wave 1, and 33% had been in the Non-Use subgroup. Among 

youth in the Initiation subgroup at Wave 2, the majority (63%) had also been in the Initiation 

subgroup at Wave 1, and most of the rest were about evenly divided between the Non-Use (18%) 

and Polysubstance Use (15%) at Wave 1. There was far less change in the Non-Use subgroup at 

Wave 2, of which 97% had been in the same subgroup at Wave 1.  

Although the majority of adolescents remained in the same subgroup over time, the 

subgroups endorsing past 30-day substance use were the least stable over time, highlighting the 

instability in their patterns of recent substance use over short time periods. These patterns of 

transitions do not show a gradual progression from non-use to the use of one substance and then 

to polysubstance use. Rather, these findings suggest that short-term changes in substance use 

patterns (i.e., spanning a 3-month time period) may be more erratic than the patterns 

hypothesized by gateway theory and shown in prior research over longer time periods.  
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Table 6.  

     
Item Response Probabilities for the Unconditional Latent Transition Model with Longitudinal 

Measurement Invariance  

 Indicator Variable Non-use Initiation Alcohol Use Polysubstance Use 

    

(W1 = 77%, 

W2 = 72%) 

(W1 = 10%, 

W2 = 15%) 

(W1 = 7%, 

W2 = 6%) 

(W1 = 6%,  

W2 = 7%) 

Lifetime 

Initiation 
Alcohol 0.06 0.59 0.86 0.86 

Drugs 0.01 0.59 0.13 0.67 

Cigars/Cigarettes 0.01 0.58 0.13 0.66 

Past 30-

Day Use 
Liquor 0.00 0.03 0.37 0.71 

Beer 0.01 0.04 0.36 0.57 

Got drunk 0.00 0.02 0.13 0.57 

Wine/wine coolers 0.01 0.02 0.47 0.68 

Cannabis 0.00 0.16 0.02 0.64 

Inhalants 0.01 0.04 0.05 0.27 

Illicit drugs 0.00 0.03 0.00 0.26 

Cigars 0.00 0.19 0.00 0.70 

Cigarettes 0.00 0.08 0.00 0.45 

Note. n = 1,810. Bolded values indicate moderate to high probabilities (i.e., > .50).  
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Table 7 

    
Probability of Wave 2 Subgroup Membership Based on Wave 1 Subgroup Membership from the 

Unconditional Latent Transition Analysis 

 

Wave 1 Wave 2 

 Non-Use Initiation Alcohol Use Polysubstance Use 

Non-Use 0.91 0.04 0.03 0.03 

Initiation 0.03 0.89 0.00 0.08 

Alcohol Use 0.27 0.10 0.53 0.10 

Polysubstance Use 0.02 0.37 0.12 0.49 

Note. n = 1810. Values indicate the probability of Wave 2 subgroup membership (columns) 

conditional upon Wave 1 subgroup membership (rows). Bolded values in the diagonal indicate 

the probability of remaining in the same subgroup over time (i.e., stability).  
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Figure 4.  

Percentage of Participants within each Wave 2 Subgroup that were in each of the Wave 1 Subgroups  

 

Note. Values are based on estimates from the unconditional LTA model. n = 1810. Each pie chart represents the individuals within 

their respective most likely subgroup at Wave 2. The percentages indicate how many adolescents had been assigned to each subgroup 

at Wave 1. 
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Differential Item Functioning  

 Prior to finalizing the LTA measurement model, I evaluated measurement invariance for 

the four-class latent class model using the stepwise method for evaluating DIF recommended by 

Masyn (2017). Because there are no established methods for testing for DIF within an LTA 

model, I examined DIF separately at each wave using the latent class parameters from the LTA 

model that had specified longitudinal measurement invariance (i.e., subgroups constrained over 

time). Sequential tests for DIF were used to identify indicators that showed evidence of DIF and 

determine whether the direct effect of the covariate on each specific indicator should be allowed 

to vary across subgroups (i.e., nonuniform) or be constrained across subgroups (i.e., uniform). 

More specifically, I examined participants’ sex, grade, timing of waves, and intervention phase 

as sources of DIF. I then incorporated all identified sources of DIF into the LTA model. Please 

see Appendix B for detailed results for each sequential step examining DIF.  

At Wave 1, the final model incorporating all identified sources of DIF included one 

uniform DIF effect and two nonuniform DIF effects by grade. There was no evidence of DIF 

associated with sex, time of year, or intervention phase within the combined DIF model at Wave 

1. Within all subgroups, youth in eighth grade were less likely to report using inhalants in the 

past 30 days (OR = 0.36, 95% CI [0.20, 0.64]) than those in sixth grade. Within the 

Polysubstance Use subgroup, eighth grade students were more likely to report drug use initiation 

than sixth grade students (OR = 4.03, 95% CI [1.65, 9.85]). Within the Initiation subgroup, 

seventh and eighth grade students were less likely to report cigar/cigarette use initiation 

compared with sixth grade students (ORs = 0.08, 0.07, 95% CI [0.01, 0.82], [0.01, 0.55], 

respectively).  

 The final model accounting for DIF at Wave 2 included two uniform and two nonuniform 
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DIF effects by sex, one uniform and one nonuniform DIF effect by grade and by timing of 

waves, and three uniform and one non-uniform DIF effect by intervention phase. With respect to 

sex, within all subgroups, male adolescents were more likely to report drinking beer in the past 

30 days than were female adolescents (OR = 2.41, 95% CI [1.29, 4.53]). Compared with female 

adolescents in the same subgroup, male adolescents in the Initiation subgroup were more likely 

to report drug use initiation (OR = 2.10, 95% CI [1.07, 4.04]) and those in the Alcohol Use 

subgroup were less likely to report past 30-day inhalant use (OR = 0.0, 95% CI [0.00, 0.002]). 

Regarding DIF by grade, seventh and eighth grade students within all subgroups were more 

likely than sixth grade students to report past 30-day cannabis use (ORs = 4.10, 5.27, 95% CIs 

[2.09, 8.03], [2.57, 10.81], respectively). Seventh and eighth grade students were also more 

likely to endorse been drunk in the past 30 days in the Polysubstance Use subgroup (ORs = 9.17, 

5.50, 95% CIs [2.48, 33.98], [1.61, 18.79]). With respect to DIF by timing of waves, students 

were less likely to report past 30-day illicit drug use in the spring (i.e., randomized to winter and 

spring waves) compared with the winter (i.e., randomized to fall and winter waves; OR = 0.45, 

95% CI [0.21, 0.98]). Students in all subgroups who completed the surveys during a year that 

their school was in an intervention phase were more likely to report past 30-day cigar use (OR = 

1.83, 95% CI [1.01, 3.30]) and drug use initiation (OR = 2.13, 95% CI [1.23, 3.65]) than students 

whose school was not in an intervention phase. All other DIF effects included in the final model 

were nonsignificant. The resulting latent class models at Wave 1 and Wave 2 that incorporated 

these identified sources of DIF maintained the same interpretation overall as the unconditional 

latent class models (see Table 8 for conditional response probabilities).
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Table 8. 

          
Item Response Probabilities within Wave 1 and 2 Latent Class Models that Accounted for Differential Item Functioning.  

 Indicator Variable Wave 1 (n = 1778)  Wave 2 (n = 1573) 

    

Non- 

Use 

(76%) 

Initiation 

 

(9%) 

Alcohol 

Use 

(9%) 

Polysubstance 

Use 

(6%)  

Non- 

Use 

(73%) 

Initiation 

 

(14%) 

Alcohol 

Use 

(6%) 

Polysubstance 

Use 

(7%) 

Lifetime 

Initiation 
Alcohol 0.04 0.54 0.78 0.88  0.08 0.65 0.87 0.82 

Drugs 0.00 0.66 0.08 0.67  0.01 0.61 0.17 0.69 

Smoking 0.01 0.59 0.14 0.66  0.01 0.60 0.20 0.61 

Past 30-

Day Use 
Liquor 0.00 0.03 0.23 0.79  0.00 0.02 0.45 0.65 

Beer 0.00 0.03 0.30 0.61  0.01 0.03 0.38 0.53 

Got drunk 0.00 0.03 0.09 0.55  0.00 0.01 0.13 0.59 

Wine/wine coolers 0.00 0.00 0.39 0.73  0.01 0.01 0.46 0.63 

Cannabis 0.00 0.19 0.01 0.59  0.00 0.14 0.07 0.67 

Inhalants 0.01 0.07 0.07 0.27  0.01 0.02 0.01 0.27 

Illicit drugs 0.00 0.03 0.02 0.22  0.00 0.03 0.00 0.30 

Cigars 0.00 0.22 0.02 0.63  0.00 0.19 0.00 0.76 

Cigarettes 0.00 0.11 0.00 0.45   0.00 0.07 0.00 0.44 

Note. DIF was evaluated in separate models for each wave. Bolded values indicate moderate to high probabilities > .50.  
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Covariate Relations with Subgroup Membership 

Next, I incorporated each DIF effect identified in the Wave 1 or Wave 2 LCA into its 

respective wave in the LTA model. Within the LTA accounting for DIF, I examined the 

association between covariates (i.e., sex, grade, intervention phase, timing of waves) and 

subgroup membership in separate analyses for each covariate. I compared a series of models to 

identify the optimal way to account for the effects of each covariate (i.e., sex, grade, intervention 

phase, timing of waves) on subgroup membership or transitions (Muthén, 2021). The baseline 

model examined associations between the covariate and subgroup membership at Wave 1. The 

main effect model examined associations between the covariate and subgroup transitions over 

time (i.e., Wave 1 and Wave 2 subgroup variables regressed on the covariate). This model 

assumed that the covariate’s effect on transition probabilities did not differ for individuals in 

different Wave 1 subgroups. The interaction model expanded on the main effect model by 

allowing the effect of the covariate on transition probabilities to vary as a function of Wave 1 

subgroup membership (i.e., Wave 2 subgroup regressed on the covariate, conditional upon Wave 

1 subgroup membership). Whereas the main effect model constrained the effect of the covariate 

on transitions to be the same across Wave 1 subgroups, the interaction model allowed these 

covariate effects to be unconstrained across Wave 1 subgroups. I sequentially examined each of 

these covariate models and compared them using the scaled log likelihood ratio difference test 

(Satorra & Bentler, 2010).  

Within the final model that best accounted for covariate relations with the transitions over 

time, individual tests examined whether covariates were related to membership in each subgroup 

and/or transitions over time. When the there was evidence of significant associations with 

subgroup membership, I calculated odds ratios and 95% confidence intervals with 10,000 
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bootstraps to determine the extent to which the odds of membership in each subgroup varied for 

each dummy-coded covariate. An odds ratio with a confidence interval that did not contain 1.0 

indicated that the odds of subgroup membership significantly differed for the covariate relative 

to its reference group (e.g., seventh versus sixth grade students). When the covariate showed 

significant associations with subgroup transitions (i.e., in the main effect or interaction models), I 

examined odds ratios that indicated the extent to which the covariate predicted transitions 

relative to stability over time. An odds ratio with a 95% confidence interval that did not include 

1.0 indicated that the covariate (e.g., male versus female adolescents) impacted the odds of 

transitioning to a different subgroup relative to staying in the same subgroup over time. The 

optimal for each covariate was examined to interpret covariate effects and retained to control for 

covariate effects in the Aim 2 analyses. 

Sex Differences 

In the baseline model for sex, an omnibus Wald test indicated that sex was significantly 

associated with subgroup membership at Wave 1 (χ2(3) = 16.58, p < .000). The probability of 

class membership at Wave 1 for male and female adolescents is presented in Figure 5A. Male 

adolescents were more likely than female adolescents to be in the Initiation subgroup (OR = 

1.65, 95% CI [1.22, 2.34]). Contrary to hypotheses, male adolescents were less likely to be in the 

Polysubstance Use subgroup (OR = 0.52, 95% CI [0.32, 0.78]). There were no sex differences in 

the likelihood of being in the Alcohol Use (OR = 0.75, 95% CI [0.47, 1.15]) or Non-Use 

subgroups (OR = 1.05, 95% CI [0.86, 1.29]). These results did not support hypotheses that male 

adolescents would engage in more substance use (i.e., Alcohol Use, Polysubstance Use) than 

female adolescents.  
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Next, I evaluated the main effect and interaction models to determine whether sex was 

associated with subgroup transitions over time. The main effect model did not fit the data 

significantly better than the baseline model (χ2(3) = 0.26, p = .968). This indicates that 

participants’ sex was associated with substance use subgroup membership at Wave 1 but did not 

account for variance in the transition probabilities. The interaction model, which allowed the 

effects of sex on the transition probabilities to vary across Wave 1 subgroup membership, 

significantly improved upon the fit of the baseline model (i.e., χ2(12) = 33.65, p = .001). 

Although this suggests that allowing the effects of sex on subgroup transitions to vary across 

Wave 1 subgroup membership improved fit of the model to the data, the odds ratios for the 

effects of sex on transition probabilities were not significant (see Table 9). There were very large 

standard errors (i.e., SE = 0.46 to 14.60) for the effects of sex on the transition probabilities in 

the interaction model, resulting in large confidence intervals that included 1.00 (see Table 9). 

This indicates a lack of precision around these estimates due to sparsity in the cells for the 

transition probabilities. In other words, there may not have been sufficient power to provide 

sufficient precision to predict the transition probabilities given the small number of individuals 

following that transition. Although the overall model fit suggests that sex and Wave 1 subgroup 

interacted to predict subgroup transitions, the sex differences in transition probabilities could not 

be pinpointed. These analyses provide inconclusive results as to how subgroup transitions might 

vary across sex. For the Aim 2 analyses, subgroup membership at Wave 1 was regressed on sex 

(i.e., baseline model) to control for the effects of sex on subgroup membership. 

Grade Differences 

Grade was significantly associated with Wave 1 class membership (i.e., baseline model; 

χ2(6) = 35.63, p < .001). The probability of membership in each subgroup at Wave 1 for students 
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in each grade is displayed in Figure 5B. As expected, students in eighth grade had greater odds 

than students in sixth and seventh grade of being in the Polysubstance Use subgroup (ORs = 

2.80, 1.77, 95% CI [1.72, 5.21], [1.08, 2.90], respectively). Eighth grade students were also more 

likely to be in the Initiation subgroup than sixth grade students (OR = 1.87, 95% CI [1.17, 3.28]). 

Finally, as hypothesized, eighth graders had lower odds than sixth and seventh graders of being 

in the Non-Use subgroup (ORs = 0.51, 0.68, 95% CI [0.38, 0.65], [0.50, 0.90], respectively), as 

hypothesized. There were no significant differences in the Alcohol Use subgroup, or between 

sixth and seventh grade students in their substance use subgroup membership. These findings 

suggest that eighth grade students were more likely to report use of multiple substances in 

addition to alcohol compared with sixth and seventh grade students.  

I then evaluated whether the transition probabilities varied as a function of grade. 

Including grade as a predictor of subgroup transitions in the main effect model did not 

significantly improve model fit (χ2(6) = 3.14, p =.791). The interaction model, however, fit 

significantly better than the baseline model (χ2(24) = 398.16, p < .001). This suggests that the 

interactive effect of grade and Wave 1 subgroup membership impacted the transition 

probabilities. However, as in the interaction model for sex, none of the odds ratios representing 

grade differences on transition probabilities were significant (see Table 9). This again appears to 

reflect sparsity in the cells for certain transition patterns. These analyses suggest that grade 

impacted subgroup transitions, but provided inconclusive results as to how subgroup transitions 

vary across grade by Wave 1 subgroup. The baseline model was used to control for the effects of 

grade on subgroup membership for the Aim 2 analyses.  

Differences across Timing of Waves  
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The timing of waves during the year was not associated with subgroup membership at 

Wave 1 (χ2(6) = 2.69, p =.847). The model fit was significantly improved by including timing of 

waves as a predictor of transition probabilities (i.e., main effect model; χ2(12) = 22.21, p =.035). 

Within the main effect model, an omnibus Wald test indicated that the timing of waves was 

significantly related to subgroup membership at Wave 2 after accounting for subgroup 

membership at Wave 1 (χ2(6) = 16.43, p = .012). Differences in the probability of Wave 2 

subgroup membership across the seasons of data collection are reported in Figure 5C. According 

to pairwise comparisons, adolescents were less likely to be in the Polysubstance Use subgroup at 

Wave 2 if their second wave of data was collected during the summer rather than the winter (OR 

= 0.27, 95% CI [0.08, 0.71]) or spring (OR = 0.21, 95% CI [0.06, 0.51]). In other words, early 

adolescents were less likely to endorse polysubstance use during the summer than during times 

when school was in session, independent of their substance use 3 months prior. Early adolescents 

were more likely to be in the Non-Use subgroup at Wave 2 if they completed the survey during 

the summer versus the spring (OR = 2.46, 95% CI [1.24, 5.99]). This suggests that adolescents 

were less likely to endorse initiation of substance use during the summer.  

The timing of waves on subgroup membership also impacted the likelihood of specific 

subgroup transitions across waves (see Table 10). Students in the Non-Use and Initiation 

subgroups were less likely to transition to the Polysubstance Use subgroup (i.e., versus staying in 

the same subgroup) between the spring to summer assessments compared with the fall to winter 

assessments (ORs = 0.27, 0.25, 95% CI [0.10, 0.71], [0.10, 0.58], respectively). Students were 

more likely to transition from the Polysubstance Use subgroup to the Initiation or the Non-Use 

subgroups (i.e., versus staying in the same subgroup) during the spring to summer than they were 

during the fall to winter (ORs = 4.08, 3.76, 95% CI [1.72, 9.66], [1.41, 10.02], respectively). This 
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indicates that students who had endorsed past 30-day substance use at Wave 1 were less likely to 

endorse past 30-day use at Wave 2 if Wave 2 took place during the summer.  

Model fit was further improved by allowing the effects of timing of waves on transition 

probabilities to vary across Wave 1 subgroup membership (i.e., interaction model; χ2(16) = 

66.55, p < .001). However, the interaction model for the timing of waves also lacked precision 

around the parameters for the effects of the timing of the waves on the transition probabilities 

(SEs = 1.8 to 60.79) due to sparsity in the cells for certain transition probabilities. Although these 

results suggest that the effects of the timing of waves on the transition probabilities varied across 

Wave 1 subgroup membership, there may not have been sufficient power in the data to pinpoint 

these differences. The main effect model for timing of waves was thus used in the Aim 2 

analyses to control for the effects of the timing of waves on transition probabilities. 

Intervention Phase Differences 

Intervention phase was not significantly related to subgroup membership at Wave 1 (i.e., 

baseline model; χ2(3) = 5.23, p = .156). Including intervention phase as a predictor of transition 

probabilities in the main effect (χ2(3) = 0.89, p = .828) and the interaction model (χ2(12) = 5.64, 

p = .933) did not improve the fit of the baseline model. This suggests that neither subgroup 

membership nor change in subgroups over time was influenced by whether the intervention was 

being implemented in the student’s school during that year.  
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Figure 5.  

Probability of Membership in each Subgroup at Wave 1 or Wave 2 across Sex, Grade, and Season 

 

Note. Error bars represent 95% confidence intervals for the probability of subgroup membership. Panel C: Probabilities for wave represent 

probability of class membership at Wave 2 across waves, controlling for subgroup membership at Wave 1.  

Figure 5.  

 Probability of Membership in each Subgroup at Wave 1 or Wave 2 across Sex, Grade, and Season 

      
 

   
Note. Error bars represent 95% confidence intervals for the probability of subgroup membership. Panel C: Probabilities for wave 

represent probability of class membership at wave 2 across waves, controlling for subgroup membership at wave 1. 
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Table 9. 

Odds Ratios and Confidence Intervals for the Effects of Sex, Grade, and Timing of Waves 

Predicting Subgroup Transitions Relative to Subgroup Stability in the Interaction Models 

Wave 1 

Subgroup  

Wave 2 Subgroup 

Polysubstance 

Use 
Initiation Alcohol Use Non-Use 

 Effect of Male sex vs Female sex 

Polysubstance 

Use 

1.00 (1.00, 1.00) 1.54 (0.47, 5.03) 3.23 (0.62, 16.88) 7.03 (0.00, a) 

Initiation 0.90 (0.21, 3.90) 1.00 (1.00, 1.00) 0.00 (0.00, 0.00) 0.80 (0.00, 2133.13) 

Alcohol Use 0.82 (0.15, 4.52) 0.02 (0.00, a) 1.00 (1.00, 1.00) 1.16 (0.24, 5.66) 

Non-Use 1.43 (0.58, 3.53) 1.63 (0.60, 4.42) 0.84 (0.25, 2.77) 1.00 (1.00, 1.00) 

 Effect of Grade 7 vs Grade 6 

Polysubstance 

Use 

1.00 (1.00, 1.00) 0.52 (0.09, 2.90) 0.24 (0.01, 4.68) 0.00 (0.00, 0.00) 

Initiation 0.47 (0.04, 5.24) 1.00 (1.00, 1.00) 0.00 (0.00, 0.00) 0.00 (0.00, 0.00) 

Alcohol Use 0.99 (0.14, 6.99) a (a, a) 1.00 (1.00, 1.00) 1.61 (0.17, 15.63) 

Non-Use 0.74 (0.31, 1.76) 1.37 (0.58, 3.20) 1.61 (0.39, 6.62) 1.00 (1.00, 1.00) 

 Effect of Grade 8 vs Grade 6 

Polysubstance 

Use 

1.00 (1.00, 1.00) 0.83 (0.17, 3.98) 0.54 (0.03, 9.17) a (a, a) 

Initiation 1.46 (0.28, 7.75) 1.00 (1.00, 1.00) a (a, a) 11.92 (0.04, 3287.71) 

Alcohol Use 0.36 (0.02, 5.46) a (a, a) 1.00 (1.00, 1.00) 0.44 (0.02, 11.72) 

Non-Use 0.65 (0.23, 1.86) 0.61 (0.20, 1.91) 1.58 (0.36, 6.93) 1.00 (1.00, 1.00) 

 Effect of Winter/Spring vs Fall/Winter 

Polysubstance 

Use 

1.00 (1.00, 1.00) 1.97 (0.61, 6.38) 0.30 (0.01, 14.26) 0.00 (0.00, 0.00) 

Initiation 0.48 (0.09, 2.71) 1.00 (1.00, 1.00) 0.99 (0.08, 12.07) 0.99 (0.08, 12.07) 

Alcohol Use 1.71 (0.29, 

10.07 

2.39 (0.03, 201.47) 1.00 (1.00, 1.00) 0.78 (0.09, 6.72) 

Non-Use 1.21 (0.50, 2.95) 1.77 (0.82, 3.84) 3.11 (0.51, 19.00) 1.00 (1.00, 1.00) 

 Effect of Spring/Summer vs Fall/Winter 

Polysubstance 

Use 

1.00 (1.00, 1.00) 5.47 (0.89, 33.77) 1.32 (0.19, 9.12) 3507.10 (0.00, a) 

Initiation 0.69 (0.16, 3.04) 1.00 (1.00, 1.00) 0.11 (0.00, a) 0.11 (0.00, a) 

Alcohol Use 0.00 (0.00, 0.00) 6.47 (0.18, 237.54) 1.00 (1.00, 1.00) 3.95 (1.06, 14.75) 

Non-Use 0.19 (0.03, 1.19) 0.58 (0.18, 1.93) 1.46 (0.16, 13.42) 1.00 (1.00, 1.00) 

Note. Odds Ratio (95% Confidence Interval). Odds Ratios (OR) represent the odds for each 

comparison group of transitioning subgroups relative to the odds of remaining in the same 

subgroup over time (i.e., diagonal). Subheadings indicate results of separate analytic models. 

Diagonal values have an OR and CI values of 1.00 to indicate that this is the comparison group, 

or stability in subgroup across waves. ORs with values of 0.00 were fixed at 0.00 by Mplus due 

to a denominator = 0.00.  
a Values were too large to be estimated by Mplus due to empty cells in the joint distribution of 

the latent class variable and the categorical predictor variable..
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Table 10.  

Odds Ratios and Confidence Intervals for the Timing of Waves Predicting Subgroup Transitions 

relative to Subgroup Stability across Waves in the Main Effect Model 

 Wave 1 Subgroup Wave 2 Subgroup 

 Polysubstance Use Initiation Alcohol Use Non-Use 

 Effect of Winter/Spring vs Fall/Winter 

Polysubstance Use 1.00 (1.00, 1.00) 1.56 (0.77, 3.15) 1.22 (0.53, 2.82) 0.75 (0.35, 1.61) 

Initiation 0.64 (0.32, 1.30) 1.00 (1.00, 1.00) 0.78 (0.27, 2.30) 0.48 (0.19, 1.27) 

Alcohol Use 0.82 (0.36, 1.90) 1.28 (0.43, 3.76) 1.00 (1.00, 1.00) 0.62 (0.29, 1.33) 

Non-Use 1.33 (0.62, 2.85) 2.07 (0.79, 5.40) 1.62 (0.75, 3.49) 1.00 (1.00, 1.00) 

 Effect of Spring/Summer vs Fall/Winter 

Polysubstance Use 1.00 (1.00, 1.00) 4.08 (1.72, 9.66) 2.67 (0.86, 8.24) 3.76 (1.41, 10.03) 

Initiation 0.25 (0.10, 0.58) 1.00 (1.00, 1.00) 0.65 (0.23, 1.86) 0.92 (0.41, 2.06) 

Alcohol Use 0.38 (0.12, 1.16) 1.53 (0.54, 4.34) 1.00 (1.00, 1.00) 1.41 (0.56, 3.55) 

Non-Use 0.27 (0.10, 0.71) 1.08 (0.49, 2.42) 0.71 (0.28, 1.79) 1.00 (1.00, 1.00) 

Note. Odds Ratio (95% Confidence Interval). Odds Ratios (OR) represent the odds for each 

comparison group of transitioning to specific subgroup relative to the odds of remaining in the 

same subgroup over time (i.e., diagonal). Bolded values are significant based on the 95% 

confidence interval for the OR. Diagonal values have an OR and CI values of 1.00 to indicate 

that this is the comparison group, or stability in subgroup across waves. 
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Subgroup Differences in Externalizing Behaviors 

The mean subscale scores for the physical aggression and delinquent behavior variables 

within each subgroup at each wave are reported in Figure 6. Omnibus Wald tests indicated that 

there were significant subgroup differences in physical aggression and delinquent behavior at 

Wave 1 (χ2(3) = 259.68, 194.15, ps < .000, respectively) and Wave 2 (χ2(3) = 221.96, 159.33, ps 

< .000). The mean subgroup differences (i.e., d-coefficients) adjusted for covariate effects on the 

externalizing variables were medium to large and generally consistent across waves (see Table 

11). Consistent with theories of externalizing behaviors and substance use, early adolescents in 

the Polysubstance Use subgroup reported more frequent engagement in physical aggression and 

delinquent behavior compared with the Initiation, Alcohol Use, and Non-Use subgroups. These 

differences were all large (ds = 0.86 to 2.41 across comparisons and waves). Although the 

Initiation and Alcohol Use subgroups did not differ from each other, both subgroups reported 

more frequent physical aggression and delinquent behavior than the Non-Use subgroup. Whereas 

differences between the Initiation and Non-Use subgroups ranged from small to moderate effect 

sizes (ds = 0.36 to 0.67 across waves), comparisons between the Alcohol Use and Non-Use 

subgroups resulted in moderate to large effect sizes (ds = 0.53 to 0.81).  
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Figure 6.  

Mean Covariate-Adjusted Subscale Scores for Physical Aggression and Delinquent Behavior 

Variables across Subgroups at Wave 1 and Wave 2 

 
Note. Physical aggression and delinquent behavior means were adjusted for sex, grade, 

intervention phase, and timing of waves. Scale scores are averaged on a 4-point scale where 1 = 

never, 2 = 1-2 times, 3 = 3-5 times, and 4 = 6 or more times. Scale subscale scores were log 

transformed and then rescaled to the same mean and standard deviation as the original subscales. 

Error bars represent 95% confidence intervals for the mean scores.  
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Table 11.  

Cross-sectional Differences in Covariate-Adjusted Means (d-Coefficients) of Physical 

Aggression and Delinquent Behavior across Subgroups at Wave 1 and Wave 2 

 

 

PU vs 

I 

PU vs 

AU 

PU vs 

NU 

I vs 

AU 

I vs 

NU 

AU vs 

NU 

 Wave 1 

Physical Aggression  1.00*** 0.86*** 1.67*** -0.14 0.67*** 0.81*** 

Delinquent Behavior 1.90*** 1.88*** 2.41*** -0.02 0.51*** 0.53*** 

 Wave 2 

Physical Aggression  1.10*** 0.87*** 1.59*** -0.24 0.49*** 0.72*** 

Delinquent Behavior 1.77*** 1.39*** 2.14*** -0.39 0.36*** 0.75*** 

Note. PU = Polysubstance Use, I = Initiation, AU = Alcohol Use, NU = Non-use. Variables are 

standardized within wave 1 and wave 2 separately. Means are adjusted for sex, grade, 

intervention phase, and timing of waves. P-values indicating significant differences between 

specific groups are based on significant tests.  

*p < 0.05, **p < 0.01, ***p < 0.001 
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Bidirectional Associations between Externalizing and Substance Use Subgroups 

Externalizing Behaviors Predicting Subgroup Transitions Over Time 

 Next, I used cross-lagged regression models to examine the prospective bidirectional 

associations between each externalizing variable and subgroup membership. I examined separate 

one-sided models to reduce the complexity of these models (see Figure 2). The first set of 

models examined the extent to which each externalizing variable predicted transitions in 

subgroup membership after controlling for covariate effects (see Figure 2a). These analyses were 

incorporated into the LTA model by regressing the subgroup transition probabilities on the 

externalizing variable at Wave 1 and controlling for the identified covariate (i.e., sex, grade, 

timing of waves) effects on subgroup membership. I compared constrained and unconstrained 

models to determine whether the effects of each externalizing variable on transitions were 

consistent (i.e., main effect model) or varied (i.e., interaction model) across Wave 1 subgroups. 

Models were compared using the scaled log likelihood ratio difference test. The externalizing 

behavior variables were standardized to improve interpretation of the odds ratios, such that they 

represented the change in the odds of transitioning to a different subgroup relative to remaining 

in the same subgroup associated with a one standard deviation difference in the externalizing 

variable. The autoregressive effect of substance use subgroups was accounted for because the 

transition probability (i.e., regression of Wave 2 subgroups on Wave 1 subgroups) was the 

dependent variable in this model.  

 Model fit was significantly better when the effects of delinquent behavior (χ2(8) = 

144.45, p < .001) and physical aggression (χ2(8) = 19.34, p = .013), on the transition probabilities 

were unconstrained across Wave 1 subgroups (i.e., interaction models). Delinquent behavior and 

physical aggression significantly predicted a greater likelihood of several subgroup transitions 
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representing escalation in substance use over time. The odds ratios reported in Table 12 indicate 

the change in the odds of transitioning to a different subgroup relative to remaining in the same 

subgroup with each one standard deviation difference in the externalizing variable. Each one 

standard deviation increase in the frequency of delinquent behavior at Wave 1 was associated 

with more than two times greater odds of transitioning from the Non-Use subgroup to the 

Polysubstance Use, Initiation, and Alcohol Use (ORs = 2.23 to 2.48) subgroups relative to 

remaining in the Non-Use subgroup. Each one standard deviation increase in the frequency of 

physical aggression at Wave 1 was associated with 1.57 times greater odds of transitioning from 

the Non-Use subgroup to the Polysubstance Use subgroup relative to staying in the Non-Use 

subgroup. The externalizing behaviors were not significantly associated with other subgroup 

transitions.  

These results indicate that early adolescents who reported more frequent engagement in 

physical aggression and delinquent behavior at Wave 1 were more likely to report substance use 

initiation over the next 3 months. Whereas delinquent behavior increased the likelihood of 

escalating to all three subgroups reporting substance use, physical aggression only increased the 

likelihood that youth transitioned to polysubstance use. This is somewhat consistent with 

theories of causal pathways between externalizing and substance use, which suggest that youth 

with greater externalizing problems during early adolescence are more likely to initiate substance 

use. Contrary to hypotheses, however, delinquent behavior and physical aggression did not 

significantly impact the odds of subgroup transitions that represented using more substances over 

time (e.g., transition from Alcohol Use to Polysubstance Use). These results also suggest that 

different forms of externalizing have different associations with changes in substance use.  
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Table 12.  

Odds Ratios and Confidence Intervals for the Covariate-Adjusted Effects of Delinquent Behavior and Physical Aggression on 

Subgroup Transitions Relative to Subgroup Stability across Waves  

Wave 1 Subgroups Wave 2 Subgroups 

 Polysubstance Use Initiation Alcohol Use Non-Use 

 Effect of Physical Aggression  

Polysubstance Use 1.00 (1.00, 1.00) 0.64 (0.32, 1.28) 1.36 (0.08, 23.01) 0.00 (0.00, 0.00) 

Initiation 1.36 (0.66, 2.82) 1.00 (1.00, 1.00) 1.96 (0.61, 6.29) 1.96 (0.61, 6.29) 

Alcohol Use 0.59 (0.10, 3.58) 0.34 (0.02, 6.29) 1.00 (1.00, 1.00) 2.18 (0.70, 6.79) 

Non-Use 1.57 (1.07, 2.32) 1.02 (0.45, 2.28) 0.94 (0.41, 2.09) 1.00 (1.00, 1.00) 

 Effect of Delinquent Behavior  

Polysubstance Use 1.00 (1.00, 1.00) 0.83 (060, 1.16) 0.60 (0.25, 1.44) 0.00 (0.00, 0.00) 

Initiation 1.21 (0.63, 2.30) 1.00 (1.00, 1.00) 1.13 (0.37, 3.45) 1.13 (0.37, 3.45) 

Alcohol Use 1.69 (0.63, 4.50) 0.00 (0.00, 0.00) 1.00 (1.00, 1.00) 1.27 (0.62, 2.59) 

Non-Use 2.43 (1.48, 3.98) 2.23 (1.30, 3.82) 2.48 (1.42, 4.33) 1.00 (1.00, 1.00) 

Note. Adjusted for relations of sex, grade, and waves with subgroup membership and transitions. Externalizing variables were 

standardized (i.e., z-scores) and covariates were mean centered. Odds Ratios (OR) represent the change in relative odds of 

transitioning to subgroup relative to the odds of remaining in the same subgroup with each one standard deviation increase in each 

externalizing variable averaged across sex, grade, intervention, and wave. Bolded values are significant based on the 95% 

confidence interval for the OR. Diagonal values have an OR and CI values of 1.00 to indicate that this is the comparison group, or 

stability in subgroup across waves. ORs with values of 0.00 were fixed at 0.00 by Mplus due to a denominator = 0.00.   
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Subgroup Membership Predicting Longitudinal Changes in Externalizing Behaviors  

 Next, I examined the extent to which membership in each substance use subgroup at 

Wave 1 predicted change in the frequency of each externalizing variable, while accounting for 

the autoregressive and covariate effects on the externalizing variables (see Figure 2b). This was 

evaluated in models in which each externalizing variable at Wave 2 was regressed on the 

substance use subgroup variable, the covariates (i.e., sex, grade, intervention phase, timing of 

waves), and itself at Wave 1. The results from separate models for physical aggression and 

delinquency are reported in Table 13 and Table 14.  

The effects of the covariates on the externalizing variables at Wave 1 and 2 and the 

autoregressive effects of externalizing variables are reported in Table 13. At Wave 1 none of the 

covariates were significantly related to early adolescents’ frequency of physical aggression. With 

respect to delinquent behavior, male adolescents reported more frequent delinquent behavior at 

Wave 1 than female adolescents (ß = 0.06, p = .005), and youth in seventh and eighth grade 

reported less frequent delinquent behavior than those in sixth grade (ßs = -0.06, -0.10, ps = .015, 

.002, respectively). This model also indicated the extent to which the covariates predicted 

changes in the frequency of physical aggression and delinquent behavior across waves (i.e., 

effects on the externalizing behaviors at Wave 2). The autoregressive effects for both physical 

aggression and delinquent behavior were positive (ßs = 0.46, 0.25, ps < .001), indicating that the 

Wave 2 frequency was predicted by the Wave 1 frequency for each behavior. When the two 

waves took place between the spring and summer, this predicted a smaller degree of change in 

adolescents’ frequency of physical aggression and delinquent behavior at Wave 2, beyond their 

frequency of physical aggression and delinquent behavior at Wave 1 (ßs = -0.06, -0.03, ps = 
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.006, .013, respectively). There were no other significant associations between covariates and 

changes in the externalizing behaviors. 

The covariate-adjusted standardized means for physical aggression and delinquent 

behavior are reported separately across the Wave 1 substance use subgroups in Table 14. I used 

an omnibus Wald test to determine whether changes in early adolescents’ frequency of physical 

aggression and delinquent behavior varied as a function of their substance use subgroup at Wave 

1. The Wald test indicated that Wave 1 subgroup membership was not significantly related to 

changes in early adolescents’ frequency of physical aggression (χ2(3) = 0.42, p = .935) or 

delinquent behavior across waves (χ2(3) = 6.11, p = .106). Consistent with hypotheses and prior 

research, this indicates that early adolescents’ substance use patterns was not associated with 

longitudinal changes in the frequency of their physical aggression and delinquent behavior.  
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Table 13. 

Standardized Regression Coefficients for the Effects of Wave 1 Subgroup Membership on 

Covariate-Adjusted Changes in Physical Aggression and Delinquent Behavior 

 Physical Aggression  Delinquent Behavior 

  ß SE p-value  ß SE p-value 

 Externalizing Behaviors at Wave 1         

Sex -0.04 0.02 0.091  0.06** 0.02 0.005 

Winter/Spring -0.02 0.03 0.597  0.02 0.03 0.455 

Spring/Summer 0.00 0.03 0.989  0.02 0.03 0.432 

Grade 7  -0.03 0.03 0.289  -0.06* 0.03 0.015 

Grade 8  -0.01 0.03 0.874  -0.10** 0.03 0.002 

Intervention Status -0.04 0.03 0.191  0.01 0.03 0.810 

 Externalizing Behaviors at Wave 2 

Sex -0.02 0.02 0.291  0.01 0.01 0.555 

Winter/Spring 0.01 0.02 0.764  0.00 0.01 0.849 

Spring/Summer -0.06** 0.02 0.006  -0.03* 0.01 0.013 

Grade 7  0.00 0.02 0.980  0.01 0.01 0.647 

Grade 8  -0.03 0.02 0.247  0.01 0.02 0.637 

Intervention Status 0.00 0.02 0.815  0.02 0.01 0.120 

Externalizing Wave 1 0.46*** 0.04 0.000  0.25*** 0.03 0.000 

Note. SE = standard error. Externalizing refers to either physical aggression or delinquent 

behavior. Results of separate models for physical aggression and delinquent behavior are 

indicated by the column headings. Standardized regression parameters were constrained across 

Wave 1 subgroups.  

*p < 0.05, **p < 0.01, ***p < 0.001 
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Table 14. 

Covariate-Adjusted Standardized Mean Frequencies of Physical Aggression and Delinquent 

Behavior across Wave 1 Subgroups 

Wave 1 Subgroup Membership Physical Aggression  Delinquent Behavior 

 M SE  M SE 

Polysubstance Use      

 Externalizing Wave 1 4.63 0.19  6.56 0.35 

 Externalizing Wave 2 1.03 0.19  1.15 0.25 

Initiation      

 Externalizing Wave 1 3.51 0.16  4.18 0.19 

 Externalizing Wave 2 1.15 0.16  1.52 0.21 

Alcohol Use      

 Externalizing Wave 1 3.68 0.15  4.26 0.18 

 Externalizing Wave 2 1.06 0.15  1.91 0.29 

Non-Use      

 Externalizing Wave 1 2.76 0.08  3.58 0.14 

  Externalizing Wave 2 1.26 0.12  2.04 0.32 

Note. Wave 2 externalizing variables are adjusted for the autoregressive effects of the 

externalizing variable at Wave 1. Wave 1 and Wave 2 variables are adjusted for the covariates 

(i.e., sex, grade, intervention, timing of waves; see Table 13). Positive values at Wave 2 indicate 

increases over time. 
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Moderating Effects of Covariates on Bidirectional Associations Between Alcohol Use 

Subgroups and Externalizing Behaviors  

The focus of Aim 2c was to examine whether the longitudinal associations between the 

externalizing variables and subgroups differed as a function of sex, grade, timing of waves, 

intervention phase. I first examined the moderating effects of covariates on the associations 

between the externalizing variables at Wave 1 and transitions in substance use subgroups across 

waves. Within the LTA model, I followed a path analysis approach to test moderation in separate 

models for each externalizing variable and dummy-coded covariate (i.e., separate models for sex, 

grade, timing of waves, and intervention phase by physical aggression and delinquent behavior). 

The externalizing variables and covariates were grand mean centered before calculating the 

product term to facilitate interpretation of the simple main effects. Within each model subgroup 

transitions were predicted by the covariate, the externalizing variable, and their interaction term. 

This provided a basis for examining the effects of the Wave 1 externalizing variable, the 

covariate, and their interaction on Wave 2 subgroup, conditional upon Wave 1 subgroup 

membership. Of the 144 total moderation effects of covariates on transition probabilities that 

were estimated, only 2 were significant based on the 95% confidence intervals for the odds ratios 

(see Appendix C). These analyses were limited by the sparseness of the transition probabilities 

for small subgroups and the joint distribution of the subgroups and predictor variables. The 

sparseness in these cells led to Mplus fixing estimates for large values and estimating large 

confidence intervals (e.g., OR = 60.71, 95% CI [1.16, 3185.32]). This was especially true for 

transitions with a small probability (e.g., Polysubstance Use to Non-Use). These results suggest 

that due to limited power resulting from small transition probabilities, these data were not 

sufficient to draw strong conclusions regarding the moderating effects of covariates on the 
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longitudinal associations between externalizing behaviors and substance use patterns.  

 In order to examine the moderating effects of the covariates on the associations between 

substance use subgroups at Wave 1 and changes in each externalizing variable over time (see 

Figure 2b), I hard-classified individuals into their most-likely class membership. Although this 

approach is more limited because it does not account for uncertainty in class membership, it 

provided the most accurate class assignment and successfully estimated the desired moderation 

model. I estimated four multiple group models separately for each covariate (i.e., separate 

models for sex, grade, timing of waves, intervention phase). In each multiple group model, the 

externalizing variable at Wave 2 was regressed on itself (i.e., autoregressive effects), dummy-

coded variables for class membership at Wave 1, and the other covariates. The associations 

between most likely class variables and each externalizing variable were allowed to vary across 

each group defined by the covariate. The effects of all other covariates on the externalizing 

variables were constrained across groups. For example, in the multiple group models for grade, 

the effects of subgroup membership on changes in physical aggression were estimated separately 

for youth in grades 6, 7, and 8, whereas the effects of sex, timing of waves, and intervention 

phase on physical aggression were constrained across grades. I conducted omnibus Wald tests to 

determine whether the effect of subgroup membership on change in externalizing variables 

varied as a function of the covariate that was the focus of that multiple group model.  

Omnibus tests did not indicate any significant moderating effects. More specifically, the 

associations between substance use subgroup at Wave 1 and subsequent changes in delinquent 

behavior and physical aggression did not vary across sex (χ2(3) = 0.34, 3.27, p = .952, .352, 

respectively). With respect to the moderating effect of grade, sixth grade students did not differ 

from seventh or eighth grade students on relations between subgroup membership and changes in 
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physical aggression (χ2(3) = 0.50, 2.16, p = .919, .540) or delinquent behavior (χ2(3) = 5.48, 6.01, 

p = .140, .111). The results were also consistent across the timing of waves. More specifically, 

associations did not differ if the first wave was during the fall versus the winter (χ2(3) = 2.35, 

1.05, p = .504, .788) or the spring (χ2(3) = 2.28, 1.66, p = .516, .646). The relations did not differ 

based on intervention phase (χ2(3) = 0.76, 3.14, p = .859, .370). The prospective associations 

between substance use subgroup membership and externalizing behaviors were thus consistent 

across sex, grade, timing of waves, and intervention phase. 

Sensitivity Analyses Controlling for Distress Symptoms  

 I conducted sensitivity analyses to determine the unique associations between 

externalizing behaviors and change in substance use subgroup membership while accounting for 

early adolescents’ distress symptoms. Exclusion of 361 cases with missing data on the distress 

symptoms variable resulted in a sample size of 1,447. I first examined the association between 

distress symptoms at Wave 1 and transitions in subgroup membership over time, controlling for 

the associations between covariates and subgroup membership (see Model 1, Table 15). Each 

one standard deviation increase in distress symptoms was associated with greater odds of 

transitioning from the Non-Use subgroup to the Polysubstance Use subgroup (OR = 1.58) and 

from the Initiation subgroup to the Polysubstance Use subgroup (OR = 1.72) relative to staying 

in the same subgroup across waves. Distress symptoms did not significantly impact any other 

subgroup transitions.  

 Next, I incorporated Wave 1 distress symptoms into the models examining the effects of 

Wave 1 externalizing behaviors on change in subgroup membership over time. When distress 

and physical aggression were entered as simultaneous predictors of subgroup transitions, distress 

symptoms significantly predicted greater odds of transitioning from the Non-Use subgroup to the 
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Polysubstance Use subgroup (OR = 1.17), but physical aggression did not (see Model 2, Table 

15). This suggests that distress symptoms accounted for a greater proportion of unique variance 

in early adolescents’ change from no substance use to polysubstance use over time than did 

physical aggression. In contrast, distress symptoms were no longer significantly related to the 

transition pattern from Initiation to Polysubstance Use after accounting for physical aggression, 

suggesting there was shared variance between physical aggression and distress. 

In the model examining the unique effects of delinquent behavior and distress symptoms, 

only delinquent behavior maintained significant associations with changes in substance use over 

time (see Model 3, Table 15). More specifically, each one standard deviation increase in 

delinquent behavior was uniquely associated with more than two times greater odds of 

transitioning from the Non-Use subgroup to the Polysubstance Use subgroup (OR = 2.15) and 

the Alcohol Use subgroup (OR = 2.83) after controlling for distress symptoms. Delinquent 

behavior was no longer associated with the transition from Non-Use to Initiation after accounting 

for distress symptoms. Whereas neither distress symptoms nor delinquent behavior were 

uniquely related to transitioning to the Initiation subgroup, delinquent behavior was uniquely 

related to transitioning to past 30-day substance use (i.e., Alcohol use, Polysubstance Use). 

Only early adolescents’ delinquent behavior had a significant impact on change in 

substance use over time after accounting for adolescents’ distress symptoms. The results of the 

sensitivity analyses indicated that distress symptoms accounted for a greater proportion of 

variance of change in early adolescents’ substance use compared with physical aggression, 

whereas delinquent behavior accounted for more variance than distress symptoms. These results 

suggest that the interaction between the internalizing and externalizing pathways to substance 

use might vary based on the type of externalizing behavior that is being assessed.  
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Table 15. 
 

   
Odds Ratios and Confidence Intervals for the Covariate-Adjusted Unique Effects of Externalizing Behaviors and Distress Symptoms 

on Subgroup Transitions Relative to Subgroup Stability Across Waves 

Predictor Variable Wave 1 Subgroup Wave 2 Subgroups 

 

 Polysubstance Use Initiation Alcohol Use Non-Use 

 Model 1: Individual Effects of Distress Symptoms  

Distress Symptoms 

 Polysubstance Use 1.00 (1.00, 1.00) 0.57 (0.30, 1.10) 0.68 (0.29, 1.60) 1.85 (0.01, 263.70) 

 Initiation 1.72 (1.01, 2.94) 1.00 (1.00, 1.00) 0.80 (0.23, 2.81) 0.80 (0.23, 2.81) 

 Alcohol Use 0.10 (0.00, 689.12) 0.34 (0.01, 8.87) 1.00 (1.00, 1.00) 1.74 (0.45, 6.80) 

  Non-Use 1.58 (1.08, 2.31) 0.78 (0.33, 1.86) 0.862 (0.44, 1.70) 1.00 (1.00, 1.00) 

  Model 2: Unique Effects of Distress Symptoms and Physical Aggression  

Distress Symptoms  

 Polysubstance Use 1.00 (1.00, 1.00) 0.67 (0.07, 6.52) 0.76 (0.19, 2.95) a, (0.00, a) 

 Initiation 2.02 (0.55, 7.40) 1.00 (1.00, 1.00) 0.49 (0.03, 6.75) 0.49 (0.03, 6.75) 

 Alcohol Use 0.02 (0.00, a) 0.15 (0.00, 150.25) 1.00 (1.00, 1.00) 2.41 (0.21, 27.73) 

 Non-Use 1.74 (1.03, 2.93) 0.86 (0.29, 2.51) 0.79 (0.31,   1.98) 1.00 (1.00, 1.00) 

Aggressive Behavior     

 Polysubstance Use 1.00 (1.00, 1.00) 3.27 (0.00, a) 0.24 (0.01, 4.77) 0.00 (0.00, a) 

 Initiation 1.37 (0.12, 15.23) 1.00 (1.00, 1.00) 5.61 (0.32, 98.43) 5.61 (0.32, 98.43) 

 Alcohol Use 0.20 (0.00, a) 0.16 (0.00, 133.65) 1.00 (1.00, 1.00) 6.44 (0.02, 1720.71) 

  Non-Use 1.33 (0.26, 6.89) 0.28 (0.01, 11.35) 1.25 (0.24, 6.54) 1.00 (1.00, 1.00) 
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Predictor Variable Wave 1 Subgroup Wave 2 Subgroups 

  Polysubstance Use Initiation Alcohol Use Non-Use 

  Model 3: Unique Effects of Distress Symptoms and Delinquent Behavior  

Distress Symptoms 

 Polysubstance Use 1.00 (1.00, 1.00) 0.60 (0.30, 1.17) 0.85 (0.39,   1.85) 5320.50 (0.00, a) 

 Initiation 1.77 (0.96, 3.27) 1.00 (1.00, 1.00) 0.80 (0.24, 2.71) 0.80 (0.24, 2.71) 

 Alcohol Use 0.19 (0.00, 40.43) 0.06 (0.00, 65.01) 1.00 (1.00, 1.00) 2.27 (0.34, 15.05) 

 Non-Use 1.49 (0.98, 2.26) 0.77 (0.32, 1.90) 0.70 (0.32, 1.55) 1.00 (1.00, 1.00) 

Delinquent Behavior     

 Polysubstance Use 1.00 (1.00, 1.00) 0.88 (0.61, 1.28) 0.81 (0.41, 1.62) 0.00 (0.00, a) 

 Initiation 0.92 (0.38, 2.20) 1.00 (1.00, 1.00) 1.02 (0.32, 3.19) 1.02 (0.32, 3.19) 

 Alcohol Use 1.40 (0.16, 12.58) 0.00 (0.00, a) 1.00 (1.00, 1.00) 2.25 (0.70, 7.29) 

  Non-Use 2.15 (1.22, 3.79) 1.13 (0.22, 5.83) 2.83 (1.62, 4.94) 1.00 (1.00, 1.00) 

 

Note. n = 1447. Adjusted for relations of sex, grade, and waves with subgroup membership and transitions. Externalizing and distress 

variables were standardized (i.e., z-scores) and covariates were mean centered. Odds Ratios (OR) represent the change in the odds of 

transitioning to a new subgroup relative to remaining in the same subgroup with each one standard deviation increase in each predictor 

variable. Bolded values are significant based on the 95% confidence interval for the OR. Each subheading represents separate analytic 

models. Diagonal values have an OR and CI values of 1.00 to indicate that this is the comparison group, or stability in subgroup across 

waves. 
a Values were too large to be estimated by Mplus due to empty cells in the joint distribution of the latent class variable and the 

categorical predictor variable 
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Discussion 

 Polysubstance use during adolescence is associated with increased risk for a multitude of 

adverse outcomes. Due to a lack of studies examining patterns of early adolescents’ substance 

use, gaps persist regarding the longitudinal development of polysubstance use during early 

adolescence and the role of polysubstance use in developmental theories. Several theories posit 

that externalizing psychopathology is a key mechanism leading to adolescent-onset substance 

use, but they provide different explanations for the sequencing of these behaviors. More 

specifically, common cause models indicate that externalizing behaviors and substance use co-

occur during adolescence (Jessor, 1987). The externalizing pathway argues that externalizing 

behaviors lead to substance use onset during adolescence (Zucker, 2006). Finally, bidirectional 

theories maintain that the behaviors increase and reinforce each other over time. The present 

study aimed to address gaps in the literature regarding early adolescents’ patterns of substance 

use, changes in substance use over time, and bidirectional associations between substance use 

patterns and externalizing behaviors.  

The focus of this study was on a primarily Black sample of middle school students living 

in neighborhoods with high rates of community violence and families living at or below the 

federal poverty threshold. Developmental theories emphasize the influence of adolescents’ 

characteristics, underlying tendencies, and environmental contexts on their behavior. It is thus 

critical that the current results be conceptualized within this environmental context. Due to a 

history of residential segregation, youth living in urban settings, in particular Black and Latiné 

youth, are disproportionately exposed to a broad range of adverse events and stressors in their 

community, including racism, poverty, food insecurity, and violence (Attar et al., 1994; 

Hampton-Anderson et al., 2021; Stein et al., 2003; Wade et al., 2014). Exposure to such 
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community stressors is associated with increased risk for both externalizing and internalizing 

symptoms (Fowler et al., 2009). Community stressors often experienced by youth in urban 

settings have been tied to elevated risk for substance use. One study focused on youth ages 14 to 

24 years old in an urban community found that having alcohol outlets near one’s home was 

associated with greater risk for polysubstance use, and living in high crime density areas was 

associated with greater risk for co-occurring alcohol and cannabis use (Goldstick et al., 2016). 

These contextual stressors may also exacerbate the externalizing pathway to substance use. One 

prior study found that among youth with higher genetic risk for externalizing symptoms, their 

likelihood of delinquent behavior was exacerbated by neighborhood stressors such as exposure to 

community violence (Bares et al., 2020). The early adolescents in the present study likely 

experienced similar environmental risk factors that may put them at higher risk for the 

development of externalizing symptoms, internalizing symptoms, and substance use. It is critical 

that the findings of the current study be interpreted within the context of this high-risk 

environment. 

Patterns of Substance Use and Transitions Over Time (Aim 1) 

The first aim of this study was to identify subgroups of early adolescents based on their 

self-reported history of initiating substance use and their use in the past 30 days. I identified four 

substance use subgroups at two waves of data 3 months apart. The Non-Use subgroup (Wave 1 = 

76%, Wave 2 = 73%) had a low probability of any substance use. The Initiation (11%, 13%) 

subgroup had moderate to high probabilities of reporting initiation of alcohol, cigarettes/cigars, 

or drugs in their lifetime, but not in the past 30 days. The Alcohol Use subgroup (7%, 7%) 

represented youth who endorsed initiation of alcohol use and past 30-day use of at least one type 

of alcohol. Finally, the Polysubstance Use subgroup (6%, 7%) had high probabilities of 
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endorsing initiation and past 30-day use of three or more substances (i.e., alcohol, cannabis, and 

cigars). A key finding is that the Polysubstance Use subgroup had the highest probability of 

endorsing inhalant or illicit drug use (e.g., amphetamines, cocaine). This is consistent with prior 

work indicating that early adolescents who engage in polysubstance use are at increased risk for 

escalation to more harmful illicit substance use (Conway et al., 2013; Johnson et al., 2020).  

The subgroups identified in this study were most similar to those in previous studies of 

youth in urban communities with primarily Black samples. For example, among middle and high 

school students (94% Black youth) in Mobile, Alabama, most students reported no substance use 

(48%), followed by lifetime use of alcohol and cannabis (32%), alcohol only (18%), and 

polysubstance use (3%; Johnson et al., 2020). The current study’s Initiation subgroup, which had 

a high probability of initiation of two or more substances during their lifetime, is most consistent 

of with the “alcohol and cannabis use initiation subgroup” identified among prior studies of high 

school students in urban areas (Goldstick et al., 2016; Johnson et al., 2020; Schneider et al., 

2020). Prior studies focused on primarily Black samples of youth in urban settings have 

generally identified a lower prevalence of subgroups characterized by polysubstance use 

compared with studies of national samples (e.g., Connell et al., 2009; Conway et al., 2013; 

Lamont et al., 2014). This is also consistent with the finding that 6% to 7% of early adolescents 

in the present study reported polysubstance use.  

The substance use subgroups in this study differed from those identified in past studies in 

several notable ways. A greater proportion of youth in the current study reported no substance 

use (i.e., 73% - 76% across waves) than in most prior studies (e.g., 48% - 63%; Conway et al., 

2013; Johnson et al., 2020; Schneider et al., 2020). This may be explained by this study’s focus 

on a primarily Black sample of early adolescents. Fewer early adolescents have initiated 
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substance use compared with middle to late adolescents (Johnston et al., 2021). Even among 

older adolescents, Black youth are less likely to engage in substance use (Johnston et al., 2018). 

For example, among high school students in a midwestern state, a greater proportion of Black 

students reported no past 30-day substance use (i.e., 88%) compared with White students (73%; 

Banks et al., 2020). A novel aspect of the present study is that it considered both initiation of 

substance use and past 30-day use, whereas most prior studies that have assessed only initiation 

(e.g., Johnson et al., 2020; Schneider et al., 2020) or recent use (e.g., Banks et al., 2020; 

Goldstick et al., 2019). This approach enabled the current study to differentiate between 

adolescents who reported prior initiation of multiple substances (i.e., Initiation) versus those who 

reported past 30-day polysubstance use. Early adolescents in the Initiation subgroup would have 

been categorized into the Non-Use subgroup if only their recent substance use had been 

considered, but the Initiation subgroup was more similar to the Alcohol Use subgroup on 

outcome variables. This suggests that including indicators of both past and current substance use 

improved categorization of youth based on severity of their substance use and co-occurring 

behaviors. 

Transitions in Patterns of Substance Use 

  I also examined transitions in subgroups representing different patterns of substance use 

across two waves. Similar to the results of prior longitudinal studies examining transitions in 

high school students’ substance use patterns (Choi et al., 2018; Mistry et al., 2015), early 

adolescents in the present study were generally most likely to remain in the same subgroup over 

time. However, in the present study, youth in the Polysubstance Use subgroup were just as likely 

to remain in the same subgroup as they were to deescalate to no past-month use or the use of 

fewer substances 3 months later. This finding was unexpected because most prior studies have 
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found small probabilities (i.e., .00 - .15) that high school students transition out of the recent 

polysubstance use subgroup over time (Choi et al., 2018; Mistry et al., 2015).  

The gateway hypothesis posits that youth typically progress from initiation of legal 

substances (i.e., alcohol, tobacco) to criminalized substances (e.g., cannabis, cocaine; Kandel & 

Kandel, 2015). Individuals also typically transition sequentially from no use to initiation of one 

to two substances (i.e., alcohol and/or tobacco), whereas single- or dual-use subgroups are 

relatively more likely to escalate to polysubstance use and the use of a greater number of illicit 

substances (Kandel & Kandel, 2015). This pattern has been supported by prior research. For 

example, in a primarily African American sample of high school students, Mistry et al. ( 2015) 

found that adolescents who reported alcohol and cannabis use at the initial wave were more 

likely to transition to polysubstance use (probabilities = .30 - .37) than those who reported no use 

at the initial wave (probabilities = .09 - .19). Similarly, Choi et al. (2018) found that high school 

students were more likely to transition to the polysubstance use subgroup from alcohol and 

cannabis use (probabilities = .08, .04) than from only alcohol use (probabilities = .00, .01). The 

current study’s findings, however, did not align with the gateway hypothesis or the results of 

these prior studies. Early adolescents in the Non-Use subgroup were equally likely to transition 

to the Initiation, Alcohol Use, and Polysubstance Use subgroups 3 months later. Youth in the 

Alcohol Use subgroup were equally likely to transition to the Initiation subgroup (i.e., high 

probability of initiation of two or more substances with no 30-day use) as they were to transition 

to the Polysubstance Use subgroup (i.e., high probability of past 30-day use of three or more 

substances). This finding does not support the gateway hypothesis and instead suggests that early 

adolescents are just as likely to initiate one substance (i.e., Alcohol Use) as they are to initiate 

two or more different substances (i.e., Initiation or Polysubstance Use) within the next 3 months. 
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Some early adolescents escalated directly to use of cannabis or other drugs from no use. In 

addition, youth in the Polysubstance Use subgroup were as likely to decrease their use as they 

were to continue polysubstance use. This indicates that a marked portion of early adolescents 

who had already initiated substance use were not consistently using the same number of 

substances each month.  

As one of the first studies to examine longitudinal changes in substance use patterns 

within an early adolescent sample, these results suggest that early adolescents’ substance use 

patterns are relatively unstable over short time periods. Whereas most prior studies examined 

transitions in older adolescents’ substance use subgroups over one year or longer (Choi et al., 

2018; Merrin et al., 2018; Mistry et al., 2015), the present study examined changes across 3 

month intervals. Examining changes over this short time period may have enabled this study to 

identify inconsistency in substance use patterns that are not seen in studies spanning longer 

intervals. During this developmental stage when more youth are initiating substance use, early 

adolescents may be more likely to increase or decrease the number of substances they are using 

month to month. Results of a previous study of substance use during late adolescence and early 

adulthood found that substance use patterns became more fixed with age (Mistry et al., 2015). 

The notion that early adolescents are not consistently engaging in polysubstance use across 

several months suggests that their substance use patterns are not locked in. Moreover, early 

adolescents are more likely to engage in impulsive behavior and be influenced by their peers 

compared with older adolescents (Caudle & Casey, 2014; Steinberg, 2007), potentially 

explaining why they were just as likely to initiate alcohol use as they were to escalate directly to 

drug use and polysubstance use. Future research should continue to examine the changes in 
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substance use patterns during early adolescence in order to draw stronger conclusions about their 

development during this stage.  

Covariate Differences in Subgroup Membership and Transitions 

As part of the first study aim, I examined differences in membership in each substance 

use subgroup and in the probabilities of transitioning subgroups over time as a function of early 

adolescents’ demographic characteristics (i.e., sex, grade), timing of waves, and active/inactive 

phase of the bullying prevention intervention. First, I evaluated whether each of these covariates 

were sources of variability in the latent class indicators (i.e., measurement non-invariance), 

which is typically referred to as differential item functioning (DIF). DIF is present when a 

covariate has direct effects on the class indicators above and beyond the effects of the covariate 

on the latent class variable (Masyn, 2017). When DIF effects are omitted from the latent class 

measurement model, the estimated covariate effects on class membership can be biased 

(Bettencourt et al., 2021; Masyn, 2017). In other words, accounting for DIF is one way to reduce 

measurement error in the latent subgroups based on individual characteristics and more 

accurately assess covariate differences in subgroup membership.  

I identified DIF by grade at both waves and DIF by sex at the second wave. Grade and 

sex were expected to be sources of DIF due to sex and age differences in prevalence of substance 

use (Johnston et al., 2018). Unexpectedly, I also found evidence of DIF by timing of waves and 

intervention phase at the second wave. These findings mean that early adolescents’ grade, sex, 

timing of waves, and intervention phase directly impacted the likelihood that they endorsed 

specific substance use items (e.g., alcohol initiation, past 30-day cannabis use) after accounting 

for their subgroup membership. These direct effects, however, varied across waves. Although no 

prior studies could be identified that evaluated DIF within an LTA model, this study provides 



 

 

100 

preliminary evidence that the degree of measurement non-invariance in latent class indicators 

can vary across time points. This was true in the present study even though the latent classes 

were constrained to be the same over time (i.e., longitudinal measurement invariance). Future 

LTA studies should continue to evaluate DIF in order to accurately identify covariate effects on 

the subgroups and explore differences in the sources of DIF over time.  

With respect to the covariate associations with subgroup membership, there were sex 

differences in subgroup membership at Wave 1 that were not consistent with my hypotheses. I 

expected the results of the present study to be similar to those of other primarily Black samples 

of high school students in urban communities, which have found that female adolescents are less 

likely to engage in polysubstance use than male adolescents (Banks et al., 2020; Johnson et al., 

2020; Schneider et al., 2020). In the present study, however, female early adolescents were more 

likely to be in the Polysubstance Use subgroup and less likely to be in the Initiation subgroup 

compared with male early adolescents. The primary difference between these two subgroups is 

that the Polysubstance Use subgroup had a high probability of using three or more substances in 

the past 30 days, whereas the Initiation subgroup reported prior initiation of multiple substances, 

but no recent use. This suggests that female and male adolescents were just as likely to have 

initiated polysubstance use during their lifetime, but female adolescents were more likely to 

report past 30-day polysubstance use. There were no sex differences in the Non-Use or Alcohol 

Use subgroups. These findings are generally consistent with evidence that sex differences in 

rates of substance use initiation are negligible during early adolescence (Johnston et al., 2018).  

 Regarding differences in substance use patterns across grades, eighth grade students were 

less likely to be in the Non-Use subgroup, and more likely to be in the Initiation and 

Polysubstance Use subgroups, compared with sixth and seventh grade students. Interestingly, 
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there were no grade differences in the likelihood of being in the Alcohol Use subgroup. This 

indicates that adolescents in different middle school grades were equally likely to have drunk 

alcohol, whereas eighth graders were more likely to have used additional substances. Although 

prior studies of substance use subgroups have not compared subgroups across middle school 

grades, these results are consistent with national data indicating that alcohol use is the most 

commonly used substance use early adolescence (Johnston et al., 2021) and substance use 

initiation rates increase across early adolescence (Clemans-Cope et al., 2021; Forman-Hoffman 

et al., 2017, 2017).  

 An exploratory analysis examined the extent to which substance use patterns and the 

probability of particular transitions differed based on the time during the year when adolescents 

completed the surveys. The two waves of data in the current study were collected during either 

the (a) fall and winter, (b) winter and spring, or (c) spring and summer. The results indicated that 

early adolescents were less likely to transition from non-use to past 30-day polysubstance use 

during the spring to summer wave than they were between the fall and winter or between the 

winter and spring. There are several potential explanations for this finding. Students participating 

in the project completed measures at their school during the school year, and at their home or in 

a community location during the summer. It is possible that early adolescents were more likely to 

avoid socially undesirable responses (i.e., endorsing substance use) in their home or community 

than at school. Theory also suggests that early adolescents may be less likely to initiate 

polysubstance use during the summer because they have less exposure to deviant peer influence 

when they are not in school (Jessor, 1991; Zucker et al., 2008). Spending more time with peers 

who use substances (Salvy et al., 2014) and attending a school with more frequent substance use 

at the school level is associated with greater substance use among early adolescents (Mrug et al., 
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2010). When school is in session, early adolescents may have more opportunities to engage in 

substance use with their peers or feel more pressure to follow perceived social norms. These 

results provide a basis for future research to examine whether mechanisms of early onset 

polysubstance use vary across the course of the year.  

 The results of the covariate analyses should be viewed in light of a limitation. They 

suggested that early adolescents’ sex, grade, and timing of waves impacted their subgroup 

transitions, but only when these effects were allowed to vary as a function of their subgroup 

membership at Wave 1 (i.e., interaction models). No effects on the odds of transitioning 

subgroups emerged from these models, however, potentially due to sparsity in the cells for the 

transition probabilities. In other words, the small number of individuals in several Wave 1 

subgroups and the small transition probabilities led to a large degree of variability in estimates of 

the effects of covariates on subgroup transitions. This suggests that adolescents’ likelihood of 

changing their substance use patterns over time may have varied based on the interaction 

between their subgroup at Wave 1 and their sex, grade, and timing of waves. However, there was 

not sufficient power to provide precise estimates of these interactive effects. There are no current 

guidelines for the sample size needed to achieve adequate power to predict transition 

probabilities in LTA. Baldwin (2015) found that power for the LTA is adversely impacted by 

sparseness in class sizes, small transition probabilities, and transitions from classes with small 

sizes. These factors appeared to adversely impact the power to estimate the covariate interaction 

models in this study. Substance use subgroups and transition probabilities often represent a small 

percentage of the sample, especially in adolescent samples (e.g., Choi et al., 2018). This may 

make it difficult to precisely estimate the interactive effects of subgroups and predictors in LTA, 
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even when using larger samples. These issues should be considered in future methodological 

work to provide recommendations for conducting LTA of substance use subgroups.  

Bidirectional Associations between Substance Use Subgroups and Externalizing Behaviors 

(Aim 2) 

 The second aim of this study was to examine the extent to which two forms of 

externalizing behaviors (i.e., aggression, delinquency) were concurrently and prospectively 

related to substance use subgroups. Based on theories indicating that externalizing behaviors and 

substance use tend to co-occur during adolescence (Jessor, 1991; Moffitt, 1993), I hypothesized 

positive cross-sectional associations between externalizing behaviors and substance use patterns. 

As hypothesized, within each wave, all three subgroups that endorsed substance use reported 

more frequent externalizing behaviors than the Non-Use subgroup. The Polysubstance Use 

subgroup reported more frequent externalizing behaviors than the Initiation and Alcohol Use 

subgroups. These findings are consistent with prior research that has found that youth who 

engage in polysubstance use report more frequent externalizing behaviors than their peers who 

report no substance use (e.g., Chung et al., 2013) or use of one or two substances (e.g., Johnson 

et al., 2020). In the current study, the difference between the Polysubstance Use and each other 

subgroup was large, whereas other subgroup differences were small to moderate in size. This 

large difference represents engaging in about one to two more instances of the five to six specific 

behaviors assessed by each subscale, or higher frequencies of multiple forms physical aggression 

(e.g., hit or slapped someone, threatened someone) and delinquent behavior (e.g., theft, 

vandalism, property damage), in the past 30-days. This difference in frequency of externalizing 

behaviors between the Polysubstance Use and other subgroups underscores the need to 

distinguish polysubstance use from other patterns of substance use. Early adolescents engaging 
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in recent polysubstance use are engaging in potentially harmful externalizing behaviors much 

more frequently than their peers who report concurrent use of only alcohol or prior initiation of 

multiple substances.  

 According to the externalizing pathway theory, early adolescents who more frequently 

engage in externalizing behaviors are more likely to engage in risky substance use at an early age 

and to increase their use over time (Zucker, 2006). The results of the present study partially 

supported this hypothesis. Middle school students who reported more frequent aggressive or 

delinquent behaviors were more likely to escalate from no substance use to initiation within the 

next 3 months. In particular, they were more likely to escalate to polysubstance use. This is 

consistent with the findings of prior studies indicating that externalizing symptoms predict 

initiation of substance use during early adolescence (e.g., King et al., 2004). The present study, 

however, provides novel information by establishing a prospective association between 

externalizing behaviors and polysubstance use initiation. Contrary to hypotheses, early 

adolescents’ externalizing behaviors did not predict escalation in the number of substances used 

over time for adolescents who had already initiated use at the first wave. Research examining 

predictors of increases in substance use is limited because most prior studies have examined 

changes in one substance at a time (e.g., Lynne-Landsman et al., 2011; Sacco et al., 2015; Turner 

et al., 2018), or in a composite measure that aggregates multiple substances (e.g., Farrell et al., 

2005; Farrell, Goncy, et al., 2018; Mason & Windle, 2002; McAdams et al., 2014). These 

approaches do not provide a basis for identifying factors related to the progression from initiation 

of one substance to additional substances.  

Only one prior study to my knowledge examined the association between externalizing 

behaviors and longitudinal changes in substance use subgroups (Chung et al., 2013). They found 
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that high school students’ externalizing behaviors did not relate to the probability of transitioning 

from one substance use subgroup to another. Using a different approach, Roberts et al. (2023) 

identified dual trajectories of alcohol and cannabis use across five years among a nationally 

representative sample of adolescents who were ages 12 through 14 at the first wave. Roberts et 

al. (2023) found that youth with greater externalizing symptoms at the first wave were more 

likely to follow trajectories with co-occurring substance use during adolescence, and that 

externalizing was the strongest predictor of concurrent alcohol and cannabis use during early to 

middle adolescence. Given the relatively small number of studies that have examined the extent 

to which externalizing behaviors predict progression in co-occurring substance use initiation, no 

strong conclusions can be made about how early adolescents’ externalizing behaviors relate to 

increases in their substance use. The present study found that externalizing behaviors predicted 

substance use onset 3 months later, but not increases in the number of substances used after 

initiation. Future research is needed to better understand how the externalizing pathway relates to 

the escalation from substance use onset to polysubstance use.  

In the present study, the prospective associations between externalizing behaviors and 

substance use subgroups varied across the two forms of externalizing behavior. Whereas more 

frequent delinquent behavior predicted a greater likelihood that early adolescents escalated from 

no substance use to each pattern of substance use, physical aggression only increased the 

likelihood of transitioning from non-use to the most extreme pattern of substance use (i.e., 

polysubstance use). Most prior research examining prospective associations between 

externalizing and substance use has focused on physical aggression (e.g., Herrenkohl et al., 

2009), delinquent behaviors (e.g., D’Amico et al., 2008), or a composite variable including both 

aggressive and non-aggressive delinquency (e.g., Maslowsky et al., 2014; Windle, 1990). One 
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study that focused on a national sample of high school students found that both violent behaviors 

and non-violent delinquency predicted cannabis initiation (van den Bree & Pickworth, 2005). No 

prior study to my knowledge, however, has examined longitudinal associations between physical 

aggression and delinquent behavior with adolescents’ substance use patterns. The results of the 

current study suggest that delinquent behavior might increase risk for any substance use, whereas 

physical aggression specifically increases risk for the most serious degree of substance use (i.e., 

polysubstance use). Because the probability of transitioning from the Non-Use subgroup to the 

Polysubstance Use subgroup was relatively small (i.e., probability = .03), physical aggression 

only impacted changes in substance use patterns for a small portion of the sample. Finding 

different effects of physical aggression and delinquent behaviors may not be surprising as prior 

research has established that they represent unique factors among adolescents (Farrell et al., 

2016). It may be beneficial for future studies to examine how different forms of externalizing 

relate to adolescents’ substance use patterns, rather than relying on broad combined measures of 

externalizing, to inform understanding of specific behaviors that put adolescents at the highest 

risk for early onset polysubstance use.  

This study also examined the extent to which early adolescents’ substance use patterns 

predicted changes in their frequency of engagement in externalizing behaviors. I found that 

engaging in a particular pattern of substance use did not differentially predict early adolescents’ 

changes in their externalizing behaviors. This finding is not consistent with the bidirectional 

associations theory (Moffit, 1993). It is, however, consistent with the findings of most prior 

studies. Past findings indicate that whereas externalizing behavior predicts increases in substance 

use during early adolescence, substance use does not predict future externalizing behavior (e.g., 

Farrell et al., 2005; Miller et al., 2016; Turner et al., 2018). It is possible that the design of the 
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current study was not well-suited to evaluate bidirectional associations due to the short time 

period between waves. Prior studies that have found bidirectional associations between 

delinquent behaviors and substance use have focused on male high school students and examined 

changes that occurred over longer intervals of time (i.e., 6 months to 1 year apart, D’Amico et 

al., 2008; Mason & Windle, 2002). It is also notable that in the present study, nearly half of early 

adolescents who reported past 30-day substance use did not consistently engage in the same 

pattern of substance use over time (i.e., Alcohol Use and Polysubstance Use subgroups). 

Bidirectional associations may emerge later in adolescence as youth begin engaging in substance 

use more consistently. This was demonstrated by McAdams et al. (2014), who found that 

delinquency predicted substance use between ages 13 and 14, whereas these behaviors were 

reciprocally related between ages 14 and 15. In contrast, the findings of the current study are 

more consistent with those of past studies focused on early adolescent samples (Farrell et al., 

2005; Miller et al., 2016; Turner et al., 2018), which indicate that early adolescents’ substance 

use and externalizing behaviors are not bidirectionally related.  

Moderating Effects of Covariates on Relations Between Externalizing Behaviors and 

Substance Use  

The focus of Aim 2c was to evaluate whether the bidirectional associations between early 

adolescents’ substance use patterns and externalizing behaviors differed across grade, sex, timing 

of waves, and intervention phase. The hypothesis that the associations between substance use 

patterns and subsequent changes in externalizing behaviors would not vary across covariates was 

supported. This indicates that early adolescents’ substance use patterns did not impact changes in 

their externalizing, regardless of their individual characteristics or when they were assessed. 

With regards to the associations between early adolescents’ externalizing behaviors and 
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subgroup transitions, I hypothesized that youth in seventh and eighth grade with high frequencies 

of externalizing behaviors would be more likely to escalate their substance use over time than 

youth in sixth grade with high externalizing behaviors. I hypothesized that the associations 

between externalizing behaviors and subgroup transitions would not differ as a function of the 

other covariates (i.e., sex, timing of waves, intervention phase). This study did not find sufficient 

evidence of moderation effects for grade, sex, timing of waves, or intervention phase. These 

analyses were impacted by the sparseness in the cells for the transition probabilities, limiting the 

ability of this study to identify any significant moderation effects on the transition probabilities. 

The extent to which adolescents’ individual characteristics (e.g., age, sex) impact their likelihood 

of following the externalizing pathway to substance use is an important research question. 

However, LTA may not be the ideal method to evaluate this question, in particular when the 

subgroups and transition probabilities are small. Using a much larger sample, or variable-

centered analytic approaches (e.g., path analysis, trajectory modeling) may be better suited to 

examine factors that moderate associations between externalizing and changes in substance use.  

Sensitivity Analyses Controlling for Distress Symptoms 

 Finally, I investigated Aim 2d by conducting a sensitivity analysis to determine the extent 

to which each externalizing behavior predicted transitions in subgroup membership after 

controlling for distress symptoms. These analyses were designed to account for a developmental 

pathway to substance use via internalizing psychopathology (Hussong et al., 2011) and to add to 

the literature on the unique association of internalizing and externalizing symptoms with 

adolescents’ substance use (Hussong et al., 2017). After accounting for distress symptoms, only 

delinquent behavior predicted escalation from no use to recent alcohol use and recent 

polysubstance use. In contrast, physical aggression did not uniquely predict subgroup transitions 
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after accounting for distress symptoms. A review of the literature examining the unique 

associations between internalizing symptoms and substance use after controlling for 

externalizing symptoms found that the results of prior studies have varied (Hussong et al., 2017). 

Some studies have found a unique positive, negative, or non-significant effect of internalizing 

symptoms. The results of these studies differed across forms of internalizing symptoms (e.g., 

depression, anxiety) and type of substance use. A generally consistent finding in the literature, 

however, is that externalizing behaviors maintain a significant positive association with 

adolescents’ substance use even after accounting for internalizing symptoms (Colder et al., 2013; 

Farmer et al., 2015; Maslowsky et al., 2014). It is thus somewhat surprising that in the current 

study, physical aggression was not associated with polysubstance use initiation after accounting 

for distress symptoms. This may be because most prior studies have used broad measures of 

externalizing that combined physical aggression and delinquent or rule-breaking behaviors. The 

findings of this sensitivity analysis provide evidence that physical aggression and delinquent 

behavior show different associations with early adolescents’ substance use. Delinquent behavior 

appears to be a robust predictor of substance use initiation, even when accounting for distress, 

whereas physical aggression may contribute less to risk for substance use initiation than distress 

symptoms. This may be in part explained by co-occurrence of physical aggression and distress 

symptoms, which has been found in primarily Black samples of adolescents in urban 

communities (Thompson et al., 2023; Webb et al., 2023). To better inform theory, different 

forms of externalizing and internalizing symptoms should be considered in future studies 

examining the intersection between these developmental pathways to substance use.  

Limitations  

The strengths of this study should be viewed in light of several limitations. The sample in 
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the present study was primarily comprised of Black early adolescents residing in Southeastern, 

urban communities with a high proportion of individuals living at or below the federal poverty 

level. The findings may not generalize to youth of other races, settings, or cultural backgrounds. 

Nonetheless, the narrow focus of this study’s sample may help to inform the development of 

relevant prevention efforts for youth in urban communities who may experience more risk 

factors for externalizing behaviors and substance use. As with all secondary analysis studies, the 

current study was limited to the measures included in the original project. The measures of 

substance use did not incorporate more novel types of substances, such as e-cigarettes or vapes. 

It is unknown whether participants considered these types of substances when asked about 

“cigarette” use. Although externalizing psychopathology also includes symptoms indicative of 

attention-deficit/hyperactivity disorder (Achenbach et al., 2016), including inattentive, 

hyperactive, or impulsive behaviors, the measure of externalizing behavior used in the present 

study was more narrowly focused on problematic or risky forms of externalizing (e.g., physical 

aggression, delinquent behaviors). This study may not capture the full spectrum of externalizing 

symptomology, but the narrow focus of the subscales used in this study provided an advantage 

over broad measures of externalizing behaviors due to their specificity. Using these measures 

enabled me to examine the extent to which the externalizing pathway varied across different 

forms of externalizing.  

The present study aimed to inform developmental theories of adolescent substance use 

and externalizing, but it should not be considered a complete test of these theories. The study 

only assessed adolescents’ behavior during middle school and thus could not account for events 

that occurred during early childhood. For example, this study does not distinguish between 

adolescents who started engaging in externalizing behavior during early childhood (i.e., life 
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course persistent externalizing) from those who starting engaging in externalizing behavior 

during middle school (i.e., adolescent limited; Moffitt, 1993; Zucker, 2006). Regardless of their 

development prior to middle school, these data enabled this study to determine whether 

individuals engaging in more frequent externalizing behaviors during adolescence were more 

likely to initiate substance use at an early age, which has important implications for both research 

and practice. Finally, although the overall sample was large, some of the analyses were limited 

by the small size of several of the subgroups and the generally small transition probabilities that 

emerged from the data. Estimates for some predictors of subgroup transitions had large standard 

errors due to the small number of individuals in that transition. Although one alternative way to 

address this issue would be to combine small subgroups together, that would not have answered 

the study’s research questions. This limitation does not mean that the results of this study are 

uninterpretable but is a potential explanation for non-significant predictors of subgroup 

transitions. 

Implications for Theory and Research  

The findings of this study have implications for developmental theory. Early adolescents 

who reported more frequent physical aggression and delinquent behavior concurrently reported 

more substance use and were more likely to initiate substance use over time. These findings are 

most consistent with the causal externalizing pathway to substance use (Zucker, 2006). Although 

externalizing behaviors did not predict increases in substance use for early adolescents who had 

already initiated use, externalizing behaviors did predict initiation of substance use for those who 

reported no substance use at the first wave. This finding supports the claim that youth on the 

externalizing pathway are at elevated risk for initiation of substance use at an early age. 

Moreover, the current study added to this literature by finding that early adolescents with more 
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frequent externalizing behaviors were more likely to initiate polysubstance use during middle 

school, which is associated with more adverse long-term outcomes compared with the use of 

fewer substances (Johnson et al., 2020; Merrin & Leadbeater, 2018; Moss et al., 2014). This is 

perhaps the first study to establish a longitudinal association between externalizing behaviors and 

early onset polysubstance use. This suggests that among early adolescents in an urban setting, 

those engaging in externalizing behaviors are at greater risk of escalating to risky substance use 

during middle school. Future research should continue to examine the externalizing pathway to 

early-onset polysubstance use to determine whether these findings are replicated in other 

samples.  

The findings of the current study also suggest that different forms of externalizing 

behaviors might differentially predict adolescents’ substance use. More frequent engagement in 

delinquent behaviors predicted escalation to all patterns of substance use (i.e., initiation, recent 

alcohol use, and recent polysubstance use), whereas physical aggression only predicted 

escalation to polysubstance use. This finding suggests that investigating specific forms of 

externalizing behavior may be particularly relevant for identifying pathways to substance use. 

Future research should consider whether the mechanisms that explain the association between 

externalizing behaviors and substance use also vary based on form of externalizing, and whether 

these behaviors interact differently with internalizing symptoms.  

Implications for Intervention 

 The findings of this study have several implications for substance use prevention and 

intervention during early adolescence. In the current sample, 24% to 27% of early adolescents 

endorsed prior initiation of substance use, and 13% to 14% reported using at least one substance 

in the past month. Early adolescents’ recent substance use patterns were fairly variable over 3-
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month intervals, suggesting that it would be beneficial to intervene during this developmental 

stage before their pattern of use becomes more consistent. With respect to the timing of 

delivering these interventions, this study found that early adolescents were more likely to engage 

in polysubstance use during the school year compared with the summer. This suggests the need 

for prevention efforts early in the school year or before the start of sixth grade. Implementation 

of prevention programs in sixth grade have been associated with reduced increases in frequency 

of substance use and decreased onset of illicit substance use over time (Spoth et al., 2009). 

Prevention programs prior to or soon after the transition to middle school may help to prevent 

substance use initiation and escalation over time. Another important consideration for prevention 

programs is the focus of the content. Among early adolescents who had already initiated 

substance use, most (71% to 74%) had initiated the use of at least two different substances. Early 

adolescents in this study were just as likely to initiate polysubstance use as they were to initiate 

only alcohol use. This indicates that prevention programs should address multiple forms of 

substance use rather than focusing more narrowly on one substance (e.g., alcohol, tobacco).  

 This study also found that early adolescents with more frequent externalizing behaviors 

were at greater risk of initiating substance use shortly afterward. Early adolescents displaying 

externalizing symptoms might benefit from selective interventions to reduce their risk for 

substance use initiation. Prior research indicates that selective interventions may be more 

effective in reducing substance use than traditional education-based universal programs (Conrod, 

2016). An example of a selective intervention is PreVenture, a school-based personality-targeted 

alcohol use prevention program that selects adolescents with high levels of anxiety sensitivity, 

negative thinking, impulsivity, or sensation seeking and teaches them coping skills based on their 

primary area of difficulty (Newton et al., 2022). A randomized clinical trial of PreVenture for 
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high school students found that the intervention was associated with smaller increases in 

drinking rates over time (Conrod et al., 2013) and reductions in alcohol-related harms into young 

adulthood (i.e., seven years later; Newton et al., 2022). However, as shown by the findings of 

this study’s sensitivity analyses, both internalizing and externalizing symptoms can increase risk 

for substance use initiation. Internalizing and externalizing symptoms often co-occur among 

adolescents and might interact to predict substance use initiation (Scalco et al., 2020). To 

account for this nuance in adolescents’ mental health symptoms, an alternative approach might 

be interventions that target adolescents with internalizing, externalizing, or co-occurring 

symptoms in order to personalize the intervention to their specific needs. 

Conclusion 

 Findings from this study provide knowledge that may help to improve theory and inform 

substance use prevention and intervention efforts for youth living in economically marginalized 

urban areas. This study focused on a primarily Black sample of middle school students living in 

urban communities with high rates of crime and individuals living below the federal poverty 

threshold. Relatively little is known about patterns of substance use during early adolescence and 

their longitudinal development. Findings of this study identified four distinct subgroups of early 

adolescents that varied in the number of substances they had initiated and used in the past 30-

days. When looking at changes in their patterns of use across 3-month intervals, early 

adolescents were just as likely to initiate only alcohol use as they were to initiate polysubstance 

use. Whereas early adolescents who had never used substances were likely to continue non-use 3 

months later, adolescents who had initiated substance use did not consistently report using any 

substances or the same number of substances over time. In order to inform developmental theory, 

I also examined longitudinal associations between externalizing behaviors and substance use 
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patterns. Findings were most consistent with the externalizing pathway. Early adolescents with 

more frequent externalizing behaviors were more likely to initiate substance use 3 months later. 

Their substance use patterns, however, did not predict changes in the frequency of their 

externalizing behaviors over time. This study addressed gaps in the literature regarding the role 

of polysubstance use in the externalizing pathway to early-onset substance use. The findings 

indicate that early adolescents displaying externalizing behaviors are at greater risk for initiating 

polysubstance use. This supports the need for selective substance use interventions for early 

adolescents displaying externalizing symptoms.  
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Appendix A 

Supplemental Latent Class Enumeration 

 Supplemental analyses were conducted to determine how best to address responses from 

youth who responded inconsistently across waves on items assessing substance use initiation. 

The analyses reported in the results section were consistent with prior longitudinal research that 

has used an approach where endorsement of initiation items is carried forward. In other words, if 

an individual endorsed initiation of substance use in their lifetime, their response is carried 

forward to subsequent waves even if they reported no initiation at a subsequent wave. The 

supplemental analyses reported here conducted latent class enumeration for Wave 2 models 

where individuals who responded “yes” at Wave 1 to any lifetime substance use item and then 

responded “no” at Wave 2 were not recoded.  

 As in the results reported in the main body of my dissertation, the four-class model was 

identified as optimal based on having the best fit as indicated by the minimum values for the BIC 

and CAIC (see Table A1). Although the AWE supported the three-class model, I weighed the 

optimal model suggested by the BIC more strongly because the BIC more consistently identifies 

the optimal number of classes compared with other fit indices (Nylund et al., 2007). The LMR-

LRT indicated that adding the fifth class did not significantly improve upon the four-class model. 

Average posterior probability values ranging from .87 to .97, and odds of correct classification 

values between 9 and 260, suggested that the classes were well-separated and the model had high 

accuracy in class assignment. All model class assignment proportions based on most likely class 

membership values fell within a 95% confidence interval for the model estimated proportions, 

supporting classification accuracy.  
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 When comparing the results of the approach described here to the one reported in the 

main body of my dissertation, the subgroup patterns and response probabilities were generally 

the same across the four subgroups (see Table A2). This suggests that recoding the inconsistent 

responses did not change the class structure. Examining crosstabs of each individual’s most 

likely class assignment indicated that over 95% of individuals remained in the same subgroup 

regardless of whether or not the three initiation items were recoded. Recoding the items 

primarily resulted in individuals staying in the Initiation subgroup over time versus moving into 

the Non-Use subgroup. Recoding inconsistent responses as has been established in prior 

longitudinal studies did not produce a meaningful difference in the subgroups, so I elected 

recode the responses so that endorsement of the initiation items was carried forward for the 

Wave 2 LCA (see main Results).  
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Table A1.           
Fit Indices for the Latent Class Models at Wave 2 where Initiation Items were not Recoded 

K LL npar BIC CAIC AWE 

RI  

(K, K+1) LRTS 

Adj 

LMR p-

value 

BLRT  

p-value 

BF  

(K, K+1) cmP(K) 

1-class -4567.036 12 9222.40 9234.40 9346.73 na na na na 0 0 

2-class -3420.469 25 7024.96 7049.96 7283.97 na 2293.13 0.000 <.001 0 0 

3-class -3278.512 38 6836.73 6874.73 7230.44 0.12 289.91 0.000 <.001 0 0 

4-class -3199.378 51 6774.15 6825.15 7302.55 0.07 158.27 0.001 <.001 >100 1 

5-class -3170.191 64 6811.47 6875.47 7474.56 0.03 58.37 0.148 <.001 >100 0 

6-class -3140.285 77 6847.35 6924.35 7645.12 0.03 60.55 0.151 <.001 >100 0 

7-class -3116.351 90 6895.17 6985.17 7827.64 0.02 54.97 0.279 <.001 na 0 

Note. n = 1778 at Wave 1, 1573 at Wave 2. K number of latent classes, LL maximum likelihood value obtained for each model, 

Npar number of free parameters in the model. LR χ2 likelihood ration chi-square goodness of fit statistic with degrees of freedom 

and p-value, BIC Bayesian information criterion, CAIC consistent Akaike’s information criterion, AWE average weight of evidence 

criterion, RI relative improvement, LRTS likelihood ratio test statistic comparing row model with K classes to the model with K + 1 

classes, Adj. LMR p adjusted Lo–Mendell–Rubin p-value for the LRTS, BLRT p parametric bootstrapped p-value for the LRTS, BF 

approximate Bayes factor comparing model with k classes to model with K + 1 classes, cmP(K) approximate correct model 

probability for the row model with k classes compared with all other models in the table.  

Values in bold for the BIC, CAIC, and AWE indicate the model with the minimum value. Values in bold for the BF indicates the 

model with the smallest number of classes that is favored over a model with an additional class. Values in bold for the cmP(K) 

indicates values above 0.10.  
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Table A2 

Item Response Probabilities for the Supplementary Analyses of the Unconditional Latent Class 

Model at Wave 2 where Initiation Items were not Recoded 

    

Non-use 

(77.7%) 

Initiation 

(9.8%) 

Alcohol Use 

(6.3%) 

Polysubstance Use 

(6.1%) 

Lifetime 

Initiation 
Alcohol 0.05 0.56 0.83 0.73 

Drugs 0.00 0.63 0.15 0.57 

Cigarettes/Cigars 0.01 0.59 0.10 0.58 

Past 30-

Day Use 
Liquor 0.00 0.03 0.44 0.66 

Beer 0.01 0.04 0.40 0.54 

Got drunk 0.00 0.01 0.15 0.63 

Wine/wine coolers 0.01 0.00 0.48 0.66 

Cannabis 0.00 0.22 0.08 0.68 

Inhalants 0.01 0.02 0.02 0.27 

Illicit drugs 0.00 0.05 0.00 0.30 

Cigars 0.00 0.27 0.02 0.76 

Cigarettes 0.00 0.11 0.00 0.45 

Note. Bolded values indicate moderate to high probabilities (i.e., > .50).  
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Appendix B 

Aim 1c: Tests of Differential Item Functioning (DIF) 

Individual Sources of DIF 

The process for evaluating DIF for each indicator followed the recommended sequential 

approach (Masyn, 2017), such that any significant sources of DIF identified in each step were 

carried forward into each subsequent step. I compared all models using the scaled log likelihood 

ratio difference test (Satorra & Bentler, 2010). If the scaled log likelihood ratio difference test 

resulted in a negative log likelihood value, I used the strictly positive log likelihood test 

(Asparouhov & Muthen, 2013). See Table B1 for a summary of stepwise DIF models. The 

following steps were followed separately for each covariate (i.e., sex, grade, timing of waves, 

intervention phase): 

Step 1: An omnibus test compared the fit of an All Nonuniform DIF Model (M1.1) 

specifying nonuniform DIF for all indicators (i.e., direct effect of the covariate on all 

indicators in all subgroups) to a model specifying No DIF (M1.0). The No DIF model 

regressed subgroup membership on the covariate but did not include any direct effects of 

covariates on indicators.  

Step 2: If the All Nonuniform DIF Model significantly improved upon the fit of the No 

DIF Model, I conducted follow-up tests to identify specific indicators for which there was 

evidence of nonuniform DIF (i.e., direct covariate effects on an indicator that vary across 

subgroups). Models specifying no DIF for a given indicator (M2.0.x) were compared 

with models specifying nonuniform DIF for that indicator (M2.1.x). 

Step 3: All indicators that showed evidence of nonuniform DIF in Step 2 were 

incorporated into a Select Nonuniform DIF Model (M3.0), which was compared with the 
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No DIF and All Nonuniform DIF Models. The Select Nonuniform DIF model was 

retained if it fit the data significantly better than the No DIF Model and no worse than the 

All Nonuniform DIF Model. If the All Nonuniform DIF Model fit the data significantly 

better than the Select Nonuniform DIF model according to the log likelihood ratio test, 

but the Select Nonuniform DIF had a smaller BIC, the more parsimonious Select 

Nonuniform DIF model was retained. 

Step 4: Next, I evaluated whether the nonuniform DIF effects identified in Step 2 could 

be constrained to uniform DIF (i.e., constrained to be equal across subgroups). For each 

indicator that showed evidence of DIF, I estimated a model in which DIF was constrained 

to uniform (M4.x). If the Select Nonuniform DIF Model (M3.0) did not fit significantly 

better than the model with DIF constrained to uniform, then uniform DIF was supported.  

Step 5: Finally, all sources of uniform and nonuniform DIF identified in Steps 2 through 

4 were incorporated into the Select Nonuniform and Uniform DIF Model (Model 5.0). 

This model was compared with the Select Nonuniform DIF Model (Model 3.0) to verify 

that including uniform DIF constraints did not significantly decrease model fit.  

Combined DIF 

After identifying the individual sources of DIF for each covariate (i.e., sex, grade, 

intervention phase, timing of waves), I followed a similar sequential process described by 

Bettencourt et al. (2021) to combine the sources of DIF into the same model while maintaining 

the most parsimonious model. This process involved the follow sequential steps (see Table B1): 

Step 6: I examined whether incorporating all sources of DIF effects on each indicator 

that were identified in Steps 1 through 5 (Combined Identified DIF Model; M6.1) 

improved upon the fit of the No DIF Model (M6.0). In the Combined No DIF Model, 
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class membership was regressed on all covariates, with no direct effects of covariates on 

indicators.  

Step 7: This step informed whether it was necessary to include all sources of DIF in the 

combined model. I examined whether the Combined Identified DIF Model fit the data 

better than models where individual sources of DIF were excluded (e.g., DIF by sex on 

all indicators was excluded; M7.x). If the Combined Identified DIF Model fit the data 

significantly better than the model that excluded an individual source of DIF, this 

supported retaining that source of DIF in subsequent steps. If Step 7 indicated that 

multiple sources of DIF could be excluded from the combined model (e.g., sex and 

intervention phase), I evaluated whether the Combined Identified DIF model fit better 

than a model excluding multiple sources of DIF.  

Step 8: I evaluated whether individual DIF effects on specific indicators (e.g., direct 

effects of grade on 30-day cannabis use) could be excluded from the model (M8.x). If the 

optimal model from Step 7 fit the data significantly better than the model that excluded a 

specific DIF effect, this indicated that the specific effect should be retained.  

Step 9: All DIF effects for comparisons that were not significant in Step 8 were 

considered in Step 9. I examined whether combinations of these effects could be removed 

without significant detriment to model fit (M9.x). This resulted in a more parsimonious 

final DIF model with uniform and nonuniform sources of DIF by each covariate at each 

wave.  

Step 10: Finally, I interpreted the substantive effects of accounting for DIF on subgroup 

interpretation. The item response probabilities and class sizes for the final, most 

parsimonious model incorporating all supported DIF effects (M10.0) was compared with 
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the No DIF model (M6.0) to determine whether accounting for DIF substantially altered 

model interpretation. If the subgroups were not interpreted differently after accounting 

for DIF, then DIF effects were retained for all subsequent analyses.  
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Table B1 

Description of each Step and Model Estimated for Stepwise Tests of Differential Item Functioning (DIF) 

Step Description Models  

Estimated 

Model Name: Description 

Separate Tests of DIF for Each Covariate 

1 Evaluates whether DIF is present. An Omnibus Test compares models 

with nonuniform DIF for all indicators (M1.1) with a model with no DIF 

(M1.0). 

M1.0 No DIF: No DIF for all indicators. Class membership 

regressed on covariate.   
M1.1 All Nonuniform DIF: All nonuniform DIF for all 

indicators. 

2 Follow-up tests evaluate which indicators show evidence of DIF. A model 

specifying no DIF for each indicator (M2.0.x) is compared with a model 

specifying nonuniform DIF for each indicator (M2.1.x). 

M2.0.x No DIF for x indicator. 
 

M2.1.x Nonuniform DIF for x indicator. 

3 Examines overall model fit with nonuniform DIF for only select 

indicators identified Step 2. A model specifying nonuniform DIF for 

indicators identified in Step 2 (M3.0) is compared with a model with No 

DIF (M1.0) and All Nonuniform DIF (M1.1). 

M3.0 Select Nonuniform DIF: Model with all indicators 

that showed evidence of nonuniform DIF in Step 2.     

4 Evaluates whether DIF for indicators included in M3.0 can be constrained 

to unform. A model specifying uniform DIF for select indicators (M4.x) is 

compared with M3.0. 

M4.x All nonuniform DIF except for x item constrained to 

uniform DIF. 

5 Examines overall model fit for a model with uniform and nonuniform DIF 

for select indicators identified in Steps 2 through 4. A model with select 

nonuniform and uniform DIF (M5.0) is compared with a model with 

Select Nonuniform DIF (M3.0) and No DIF (M3.0). 

M5.0  Select Nonuniform and Uniform DIF: Model with all 

sources of nonuniform and uniform DIF identified in 

Steps 2 through 4.  

Combining all Sources of DIF Identified in Steps 1 through 5 

6 Evaluates model fit for all sources of DIF identified in Steps 1 through 5. 

An Omnibus Test compares a model with No DIF (M1.0) to a model with  

M6.0 Combined No DIF: No DIF for all indicators. Class 

membership regressed on all covariates.   
M6.1 Combined Identified DIF Model: All sources of DIF 

identified in Steps 1 through 5 included in model.  

7 Examines whether individual sources of identified DIF can be excluded 

from the model. Models that exclude each source of identified DIF (M7.x) 

are compared with the model with Combined Identified DIF (M6.1)  

M7.x Models that exclude each source of DIF.  

8 Evaluates whether any individual DIF effects on specific indicators do not 

contribute significantly to model fit.  

M8.x.x All combined identified DIF that is supported by Step 

7 is included, except for effects on specific indicators.  
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Table B1 

Description of each Step and Model Estimated for Stepwise Tests of Differential Item Functioning (DIF) 

Step Description Models  

Estimated 

Model Name: Description 

9 Examines whether individual DIF effects that do not contribute to model 

fit identified in Step 8 can be combined.  

M9.x Excludes multiple DIF effects on specific indicators 

at once until the most parsimonious model (i.e., 

fewest number of effects) is identified.  

10 Evaluates whether including DIF from the most parsimonious model 

impacts the substantive interpretation of the latent classes. 

M10 The most parsimonious model supported by Step 9. 

Note. Nonuniform DIF indicates direct covariate effects on an indicator that vary across subgroups. Uniform DIF indicates direct covariate effects on an 

indicator that are constrained across subgroups. X indicates a new model for each specific indicator. Number of x models is number of indicators being 

evaluated for DIF.  
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Wave 1 DIF 

 Sex  

The initial omnibus test indicated that including DIF by sex (M1.1) improved model fit 

compared with the No DIF model (M1.0; see Table B2). Follow-up tests in Step 2 provided 

evidence of nonuniform DIF by sex for six items: drug use initiation, 30-day liquor, 30-day 

wine/wine coolers, 30-day cannabis, 30-day cigars, 30-day cigarettes. However, the Select 

Nonuniform DIF Model (M3.0), which included these six sources of nonuniform DIF, did not 

significantly improve upon the No DIF Model (M1.0). I examined a second version of the Select 

Nonuniform DIF Model (Model 3.1) that incorporated the nonuniform effect of DIF by sex for 

the 30-day beer item, which had yielded a negative loglikelihood ratio test value even when 

using the strictly positive loglikelihood test. Because this alternative model did not fit 

significantly better than the Select Nonuniform DIF (M3.0) or No DIF Models, I did not retain 

DIF effects on the 30-day beer item in the DIF by sex model.  

When a model in Step 3 did not improve upon the No DIF Model, Masyn (2017) 

recommended looking for additional items with p-values that neared significance in Step 2 (i.e., 

.05 < p < .10) and examining whether accounting for DIF effects on these indicators improved 

model fit. No other direct effects in Step 2 neared significance according to this guideline. 

Although the Select Nonuniform DIF Model (M3.0) did not fit significantly better than the No 

DIF model (M1.0), the BIC value was smaller than that for All Nonuniform DIF and there were 

no other obvious direct effects identified in the data. I therefore retained the Select Nonuniform 

DIF Model (3.0) and proceeded to Step 4. Results of Step 4 indicated that all direct effects of sex 

on indicators could be constrained to be uniform across classes, with the exception of the effects 

on 30-day wine/wine cooler use. The Select Nonuniform DIF Model (M3.0) model did not fit the 
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data significantly better than the Select Uniform and Nonuniform DIF (M5.0). This supported 

the Select Uniform and Nonuniform DIF Model (M5.0). The final model for DIF by sex at Wave 

1 thus had five effects of uniform DIF (drug use initiation, 30-day liquor, 30-day cannabis, 30-

day cigars, 30-day cigarettes), and one effect of nonuniform DIF (30-day wine/wine cooler use). 

Grade 

The initial omnibus test supported DIF by grade (see Table B3). Follow-up tests in Step 2 

provided evidence of DIF by grade for seven items: drug use initiation, cigar/cigarette use 

initiation, 30-day beer, 30-day cannabis, 30-day inhalants, 30-day cigars, and 30-day cigarettes. 

The Select Nonuniform DIF model (M3.0) that included these seven effects of nonuniform DIF 

significantly improved upon the No DIF model (M1.0), and its fit was not further improved upon 

by the All Nonuniform DIF Model (M1.1). Results of Step 4 indicated that DIF effects on four 

indicators could be constrained to be uniform across classes (30-day beer, 30-day cannabis, 30-

day inhalants, 30-day cigars), whereas the other three indicators showed evidence of nonuniform 

DIF (drug use initiation, cigar/cigarette use initiation, 30-day cigarettes). The Select 

Nonuniform DIF Mode (M3.0), however, fit the data significantly better than the model 

incorporating uniform and nonuniform DIF effects (M5.0). Following procedures recommended 

by Masyn (2017), I inspected the model comparisons in Step 4 for other comparisons that neared 

significance (i.e., .05 < p < .10) and evaluated an alternative Select Uniform and Nonuniform 

DIF Model (M5.1) that expanded upon M5.0 by allowing nonuniform DIF for one additional 

item (30-day cigars). The alternative model did not improve upon the fit of M5.0. Given the 

significant improvement in fit from the No DIF (M1.0) to the Select Nonuniform & Uniform DIF 

Model (M5.0), and no other indicators showing clear evidence of nonuniform DIF, I retained 

M5.0. The final model for Wave 1 DIF by grade had uniform DIF effects on four indicators (30-



 

 

150 

day beer, 30-day cannabis, 30-day inhalants, 30-day cigars) and nonuniform DIF effects on 

three indicators (drug use initiation, cigar/cigarette use initiation, 30-day cigarettes). 

Timing of waves 

The initial omnibus test supported DIF by timing of waves (see Table B4). Results of 

Step 2 indicated DIF for five items: 30-day liquor, 30-day beer, 30-day been drunk, 30-day 

wine/wine coolers, and 30-day inhalants. The Select Nonuniform DIF model (M3.0) 

significantly improved upon the fit of the No DIF model (M1.0), and its fit was not further 

improved by the All Nonuniform DIF model (M1.1). Model comparisons in Step 4 indicated that 

all the nonuniform DIF effects could be constrained to be uniform across classes, with the 

exception of 30-day been drunk. However, the Select Nonuniform DIF Model (M3.) fit the data 

significantly better than The Select Uniform and Nonuniform DIF Model (M5.0), which 

constrained several effects to be uniform across classes. Inspecting the model comparisons in 

Step 4 suggested that the direct effect of grade on the 30-day wine/wine coolers item could be 

examined as nonuniform because the comparison neared significance (Masyn, 2017). However, 

allowing this item to be nonuniform (M5.1) did not improve model fit. The Select Uniform and 

Nonuniform DIF Model (M5.0) achieved a better BIC than the All Nonuniform DIF Model 

(M1.1) and was more parsimonious than the Select Nonuniform DIF Model (M3.0), so I retained 

M5.0 as the final model for DIF by timing of waves at Wave 1.  

Intervention Phase 

The omnibus test supported DIF by intervention phase (see Table B5). Follow up tests 

indicated that 30-day wine/wine coolers, 30-day cannabis, and 30-day cigars showed evidence of 

DIF by intervention phase. The Select Nonuniform DIF Model (M3.0), which incorporated 

nonuniform DIF effects on these three indicators, did significantly improve upon the fit of the No 
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DIF Model (M1.0). No other indicators showed potential evidence of DIF in Step 2. The Select 

Nonuniform DIF Model (M3.0) achieved a better BIC than the All Nonuniform DIF Model 

(M1.1). M3.0 was retained for subsequent stepwise tests. The results of Step 4 indicated that the 

three DIF effects could be constrained to be uniform across classes without detriment to model 

fit. The final model with uniform DIF effects on three indicators (M5.0) improved upon the fit of 

the No DIF Model (M1.0). The fit of the Select Nonuniform DIF Model (M3.0) was not 

significantly better than the Select Uniform and Nonuniform DIF Model (M5.0). The final model 

for DIF by intervention phase (M5.0) thus included uniform DIF for items 30-day wine/wine 

coolers, 30-day cannabis, and 30-day cigars.  

Combined DIF 

Steps 6 through 10 involved additional comparisons to find the most parsimonious model 

that combined the individual sources of DIF that were identified in Steps 1 through 5 (see Table 

B6). The model incorporating all DIF effects that were identified in separate analyses for each 

covariate (i.e., Combined Identified DIF Model; M6.1) fit significantly better than the model that 

only regressed class membership on the covariates (Combined No DIF; M6.0). In Step 7, the 

Combined Identified DIF Model (M6.1) did not fit significantly better than individual models 

that excluded the identified DIF effects by sex (M7.1), intervention phase (M7.2), and timing of 

waves (M7.3). The All Nonuniform DIF Model (M6.1) also did not fit significantly better than a 

model that excluded all effects of DIF by sex, intervention phase, and timing of waves (M7.5). 

This indicated that including these three sources of DIF (i.e., sex, intervention phase, timing of 

waves) did not significantly improve model fit. Only DIF by grade were included in Steps 8 

through 10. Results from Steps 8 and 9 indicated that the direct effects of grade on four items 

(i.e., 30-day beer, 30-day cannabis, 30-day cigars, 30-day cigarettes) could be excluded from 
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the combined model without adversely impacting model fit. The final combined model 

accounting for DIF at Wave 1 (M10.0) included DIF by grade for three items, with one uniform 

direct effect of grade (30-day inhalants) and two nonuniform direct effects of grade (drug use 

initiation, cigar/cigarette use initiation). 

 Within the final model accounting for DIF at Wave 1 (M10.0), I evaluated the extent to 

which accounting for DIF impacted the interpretation of the latent class model. The final class 

counts and proportions for the estimated model changed by about 2% after accounting for DIF. 

Examination of the response probabilities before (see Table 6) and after accounting for DIF (see 

Table 8) indicated that accounting for DIF by grade did not substantially alter the interpretation 

of the subgroups at Wave 1. These direct effects of grade on three indicators were thus retained 

in subsequent Aim 1 and Aim 2 analyses to account for measurement invariance in the latent 

subgroups.  
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Table B2  

Model Comparisons for Stepwise Differential Item Functioning (DIF) Testing for Sex within the Wave 1 Four-Class Model 

Model Description BIC LL Npar SCF Comparison cf LRTS df p 

Step 1: Comparison of models with and without DIF 

M1.0 No DIF 7553.94 -3574.95 54 1.03      

M1.1 All Nonuniform DIF 7850.93 -3543.88 102 0.89 M1.1 vs M1.0 0.73 85.56 48 0.001 

Step 2: Testing for nonuniform DIF one item at a time 

M2.0.1 Alcohol use initiation: No DIF 
 

-1806.91 10 1.00 M2.0.1 vs. M2.1.1 1.00 5.45 4 0.244 

M2.1.1 Alcohol use initiation: Nonuniform DIF 
 

-1804.19 14 1.00 
     

M2.0.2 Drug use initiation: No DIF 
 

-1538.07 10 1.00 M2.0.2 vs. M2.1.2 0.24 14.76 4 0.005 

M2.1.2 Drug use initiation: Nonuniform DIF 
 

-1536.27 14 0.79 
     

M2.0.3 Cigar/cigarette use initiation: No DIF 
 

-1556.07 10 1.00 M2.0.3 vs. M2.1.3 0.50 2.86 4 0.581 

M2.1.3 Cigar/cigarette use initiation: Nonuniform DIF -1555.35 14 0.86 
     

M2.0.4 30-day liquor use: No DIF 
 

-1492.38 10 1.00 M2.0.4 vs. M2.1.4 0.25 11.09 4 0.026 

M2.1.4 30-day liquor use: Nonuniform DIF 
 

-1491.00 14 0.79 
     

M2.0.5 30-day beer use: No DIF 
 

-1524.65 10 1.00 M2.0.5 vs. M2.1.5 a -

0.10 

-229.49 4 - 

M2.1.5 30-day beer use: Nonuniform DIF 
 

-1524.65 14 0.71 
     

M2.0.6 30-day been drunk: No DIF 
 

-1477.29 10 1.00 M2.0.6 vs. M2.1.6 0.50 4.17 4 0.383 

M2.1.6 30-day been drunk: Nonuniform DIF 
 

-1476.26 14 0.86 
     

M2.0.7 30-day wine/wine cooler use: No DIF 
 

-1528.98 10 1.00 M2.0.7 vs. M2.1.7 a 0.16 16.02 4 0.000 

M2.1.7 30-day wine/wine cooler use: Nonuniform DIF -1528.98 14 0.73 
     

M2.0.8 30-day cannabis use: No DIF 
 

-1494.38 10 1.00 M2.0.8 vs. M2.1.8 a 0.09 127.67 4 0.000 

M2.1.8 30-day cannabis use: Nonuniform DIF 
 

-1494.38 14 0.72 
     

M2.0.9 30-day inhalant use: No DIF 
 

-1526.72 10 1.00 M2.0.9vs. M2.1.9 1.00 2.57 4 0.632 

M2.1.9 30-day inhalant use: Nonuniform DIF 
 

-1525.44 14 1.00 
     

M2.0.10 30-day illicit drug use: No DIF 
 

-1419.88 10 1.00 M2.0.10 vs. M2.1.10 0.24 5.28 4 0.259 

M2.1.10 30-day illicit drug use: Nonuniform DIF 
 

-1419.25 14 0.79 
     

M2.0.11 30-day cigar use: No DIF 
 

-1522.10 10 1.00 M2.0.11 vs. M2.1.11 a 0.10 59.43 4 0.000 

M2.1.11 30-day cigar use: Nonuniform DIF 
 

-1522.10 14 0.72 
     

M2.0.12 30-day cigarette use: No DIF 
 

-1476.72 10 1.00 M2.0.12 vs. M2.1.12 a 0.08 103.07 4 0.000 

M2.1.12 30-day cigarette use: Nonuniform DIF 
 

-1476.72 14 0.72 
     

Step 3: Comparison of models with nonuniform DIF to models with and without uniform DIF for selected items 

M3.0 Nonuniform: Drug use initiation, 30-day liquor, 

cannabis, cigar, cigarette use, wine/wine cooler 

use 

7703.97 -3560.18 78 0.99 M1.0 vs M3.0 0.91 32.36 24 0.118      
M1.1 vs M3.0 0.54 60.40 24 0.000 

M3.1 7730.07 -3558.27 82 1.00 M1.0 vs M3.0 .944 35.31 28 0.161 
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Model Description BIC LL Npar SCF Comparison cf LRTS df p 

 Nonuniform: Drug use initiation, 30-day liquor, 

cannabis, cigar, cigarette use, wine/wine cooler 

use 

    M3.0 vs M3.1 1.14 3.36 4 0.499 

Step 4: Testing models for uniform DIF for selected items 

M4.1 All nonuniform except Drug use initiation 
 

-3561.52 75 0.92 M3.0 vs. M4.1 2.75 0.97 3 0.808 

M4.2 All nonuniform except 30-day liquor use 
 

-3565.18 75 0.98 M3.0 vs. M4.2 1.37 7.32 3 0.062 

M4.3 All nonuniform except 30-day wine/wine cooler use -3563.09 75 1.03 M3.0 vs. M4.3 0.10 58.69 3 0.000 

M4.4 All nonuniform except 30-day cannabis use -3560.88 75 0.97 M3.0 vs. M4.4 1.54 0.91 3 0.824 

M4.5 All nonuniform except 30-day cigar use 
 

-3560.54 75 1.01 M3.0 vs. M4.5 0.70 1.02 3 0.796 

M4.6 All nonuniform except 30-day cigarette use 
 

-3560.56 75 0.98 M3.0 vs. M4.6 1.41 0.53 3 0.912 

Step 5: Comparing models with uniform and nonuniform DIF to model with nonuniform DIF only 

M5.0 Uniform: Drug use initiation, 30-day liquor, 

cannabis, cigar, cigarette use 

Nonuniform: 30-day wine/wine cooler use 

7608.81 -3568.72 63 1.00 M5.0 vs. M3.0 0.99 17.24 15 0.305 

Note. DIF = differential item functioning, LL = maximum log likelihood, Npar = number of free parameters in the model, SCF = scaling factor, df = degrees 

of freedom, CF = correction factor, LRTS = likelihood ratio test statistic, = multiple indicator multiple cause model. P-values for significant comparisons and 

rows for the final model are bolded.  

a = strictly positive LL difference test was used for comparison 
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Table B3  

Model Comparisons for Stepwise Differential Item Functioning (DIF) Testing for Grade within the Wave 1 Four-Class Model 

Model Description BIC LL Npar SCF Comparison cf LRTS df p 

Step 1: Comparison of models with and without DIF 

M1.0 No DIF 7576.04 -3574.75 57 1.11      

M1.1 All Nonuniform DIF 8142.86 -3498.96 153 0.87 M1.0 vs M1.1 0.72 209.55 96 0.000 

Step 2: Testing for nonuniform DIF one item at a time 

M2.0.1 Alcohol use initiation: No DIF 
 

-1801.02 13 1.00 M2.0.1 vs. M2.1.1 0.87 10.46 8 0.234 

M2.1.1 Alcohol use initiation: Nonuniform DIF 
 

-1796.48 21 0.95 
     

M2.0.2 Drug use initiation: No DIF 
 

-1533.42 13 1.00 M2.0.2 vs. M2.1.2 0.37 31.70 8 0.000 

M2.1.2 Drug use initiation: Nonuniform DIF 
 

-1527.51 21 0.76 
     

M2.0.3 Cigar/cigarette use initiation: No DIF 
 

-1552.22 13 1.00 M2.0.3 vs. M2.1.3 0.62 25.52 8 0.001 

M2.1.3 Cigar/cigarette use initiation: Nonuniform DIF -1544.32 21 0.86 
     

M2.0.4 30-day liquor use: No DIF 
 

-1487.91 13 1.00 M2.0.4 vs. M2.1.4 0.37 4.08 8 0.849 

M2.1.4 30-day liquor use: Nonuniform DIF 
 

-1487.14 21 0.76 
     

M2.0.5 30-day beer use: No DIF 
 

-1516.49 13 1.00 M2.0.5 vs. M2.1.5 0.37 24.55 8 0.002 

M2.1.5 30-day beer use: Nonuniform DIF 
 

-1511.92 21 0.76 
     

M2.0.6 30-day been drunk: No DIF 
 

-1470.40 13 1.00 M2.0.6 vs. M2.1.6 0.49 5.56 8 0.696 

M2.1.6 30-day been drunk: Nonuniform DIF 
 

-1469.03 21 0.81 
     

M2.0.7 30-day wine/wine cooler use: No DIF 
 

-1525.34 13 1.00 M2.0.7 vs. M2.1.7 0.37 2.96 8 0.937 

M2.1.7 30-day wine/wine cooler use: Nonuniform DIF -1524.79 21 0.76 
     

M2.0.8 30-day cannabis use: No DIF 
 

-1489.11 13 1.00 M2.0.8 vs. M2.1.8 0.25 30.38 8 0.000 

M2.1.8 30-day cannabis use: Nonuniform DIF 
 

-1485.37 21 0.71 
     

M2.0.9 30-day inhalant use: No DIF 
 

-1521.27 13 1.00 M2.0.9vs. M2.1.9 0.87 17.29 8 0.027 

M2.1.9 30-day inhalant use: Nonuniform DIF 
 

-1513.75 21 0.95 
     

M2.0.10 30-day illicit drug use: No DIF 
 

-1413.78 13 1.00 M2.0.10 vs. M2.1.10 0.35 3.60 8 0.891 

M2.1.10 30-day illicit drug use: Nonuniform DIF 
 

-1413.14 21 0.76 
     

M2.0.11 30-day cigar use: No DIF 
 

-1518.02 13 1.00 M2.0.11 vs. M2.1.11 0.37 22.75 8 0.004 

M2.1.11 30-day cigar use: Nonuniform DIF 
 

-1513.77 21 0.76 
     

M2.0.12 30-day cigarette use: No DIF 
 

-1470.67 13 1.00 M2.0.12 vs. M2.1.12 0.37 22.49 8 0.004 

M2.1.12 30-day cigarette use: Nonuniform DIF 
 

-1466.47 21 0.76 
     

Step 3: Comparison of models with nonuniform DIF to models with and without uniform DIF for selected items 

M3.0 Nonuniform: drug & cigarette/cigar initiation; 30-

day cigarette, cigar use, cannabis, & inhalant use 

7882.39 -3518.39 113 0.85 M1.0 vs M3.0 0.58 194.14 56.00 0.000      
M1.1 vs M3.0 0.92 42.09 40.00 0.381 

Step 4: Testing models for uniform DIF for selected items 

M4.1 All nonuniform except Drug use initiation 
 

-3528.99 107 0.88 M3.0 vs. M4.1 0.30 71.07 6.00 0.000 

M4.2 All nonuniform except Cigar/cigarette use initiation -3531.03 107 0.91 M3.0 vs. M4.2 a 11.35 13.37 6.00 0.038 

M4.3 All nonuniform except 30-day beer use 
 

-3524.31 107 0.90 M3.0 vs. M4.3 a 6.81 10.43 6.00 0.110 
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Model Description BIC LL Npar SCF Comparison cf LRTS df p 

M4.4 All nonuniform except 30-day cannabis use 
 

-3524.19 107 0.91 M3.0 vs. M4.4 a 7.29 9.55 6.00 0.145 

M4.5 All nonuniform except 30-day inhalant use 
 

-3520.73 107 0.86 M3.0 vs. M4.5 0.64 7.30 6.00 0.294 

M4.6 All nonuniform except 30-day cigar use 
 

-3522.44 107 0.85 M3.0 vs. M4.6 0.74 10.94 6.00 0.090 

M4.7 All nonuniform except 30-day cigarette use 
 

-3521.42 107 0.87 M3.0 vs. M4.7 0.37 16.40 6.00 0.012 

Step 5: Comparing models with uniform and nonuniform DIF to model with nonuniform DIF only 

M5.0 uniform: drug & cigarette/cigar initiation; 30-

day cigarette & cigar use 

nonuniform: 30-day beer, cannabis, & 

inhalant use 

7744.13 -3539.06 89 0.93 M5.0 vs. M3.0 0.53 78.21 24.00 0.000 

M5.1 uniform: drug & cigarette/cigar initiation; 30-day 

cigarette use 

nonuniform: 30-day beer, cannabis, inhalant & 

cigar use  

7778.16 -3533.63 95 0.93 M5.1 vs. M3.0 0.39 77.21 18.00 0.000 

          M5.1 vs M5.0 0.93 11.68 18.00 0.863 

Note. DIF = differential item functioning, LL = maximum log likelihood, Npar = number of free parameters in the model, SCF = scaling factor, df = degrees 

of freedom, CF = correction factor, LRTS = likelihood ratio test statistic, = multiple indicator multiple cause model. P-values for significant comparisons and 

rows for the final model are bolded.  

a = strictly positive LL difference test was used for comparison 
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Table B4 

Model Comparisons for Stepwise Differential Item Functioning (DIF) Testing for Timing of Waves within the Wave 1 Four-Class Model 

Model Description BIC LL Npar SCF Comparison cf LRTS df p 

Step 1: Comparison of models with and without DIF 

M1.0 No DIF 7603.52 -3588.49 57 1.06      

M1.1 All Nonuniform DIF 8205.57 -3530.32 153 0.89 M1.0 vs M1.1 0.78 148.62 96 0.000 

Step 2: Testing for nonuniform DIF one item at a time   

M2.0.1 Alcohol use initiation: No DIF 
 

-1814.15 13 1.00 M2.0.1 vs. M2.1.1 0.99 15.33 8 0.053 

M2.1.1 Alcohol use initiation: Nonuniform DIF 
 

-1806.55 21 1.00 
     

M2.0.2 Drug use initiation: No DIF 
 

-1546.48 13 1.00 M2.0.2 vs. M2.1.2 0.37 12.43 8 0.133 

M2.1.2 Drug use initiation: Nonuniform DIF 
 

-1544.19 21 0.76 
     

M2.0.3 Cigar/cigarette use initiation: No DIF 
 

-1563.81 13 1.00 M2.0.3 vs. M2.1.3 0.62 5.88 8 0.661 

M2.1.3 Cigar/cigarette use initiation: Nonuniform DIF 
 

-1561.98 21 0.86 
     

M2.0.4 30-day liquor use: No DIF 
 

-1501.71 13 1.00 M2.0.4 vs. M2.1.4 0.37 17.31 8 0.027 

M2.1.4 30-day liquor use: Nonuniform DIF 
 

-1498.49 21 0.76 
     

M2.0.5 30-day beer use: No DIF 
 

-1529.87 13 1.00 M2.0.5 vs. M2.1.5 0.37 21.27 8 0.006 

M2.1.5 30-day beer use: Nonuniform DIF 
 

-1525.94 21 0.76 
     

M2.0.6 30-day been drunk: No DIF 
 

-1483.24 13 1.00 M2.0.6 vs. M2.1.6 0.50 19.79 8 0.011 

M2.1.6 30-day been drunk: Nonuniform DIF 
 

-1478.31 21 0.81 
     

M2.0.7 30-day wine/wine cooler use: No DIF 
 

-1538.35 13 1.00 M2.0.7 vs. M2.1.7 0.25 23.75 8 0.002 

M2.1.7 30-day wine/wine cooler use: Nonuniform DIF 
 

-1535.41 21 0.71 
     

M2.0.8 30-day cannabis use: No DIF 
 

-1502.89 13 1.00 M2.0.8 vs. M2.1.8 0.25 5.82 8 0.667 

M2.1.8 30-day cannabis use: Nonuniform DIF 
 

-1502.16 21 0.71 
     

M2.0.9 30-day inhalant use: No DIF 
 

-1533.70 13 1.00 M2.0.9vs. M2.1.9 0.75 19.07 8 0.014 

M2.1.9 30-day inhalant use: Nonuniform DIF 
 

-1526.58 21 0.90 
     

M2.0.10 30-day illicit drug use: No DIF 
 

-1426.77 13 1.00 M2.0.10 vs. 

M2.1.10 

0.37 11.94 8 0.153 

M2.1.10 30-day illicit drug use: Nonuniform DIF 
 

-1424.55 21 0.76 
     

M2.0.11 30-day cigar use: No DIF 
 

-1530.31 13 1.00 M2.0.11 vs. 

M2.1.11 

0.37 5.34 8 0.720 

M2.1.11 30-day cigar use: Nonuniform DIF 
 

-1529.31 21 0.76 
     

M2.0.12 30-day cigarette use: No DIF 
 

-1483.69 13 1.00 M2.0.12 vs. 

M2.1.12 

0.37 5.12 8 0.745 

M2.1.12 30-day cigarette use: Nonuniform DIF 
 

-1482.73 21 0.76 
     

Step 3: Comparison of models with nonuniform DIF to models with and without uniform DIF for selected items 

M3.0 Nonuniform: 30-day liquor, beer, been drunk, 

wine/wine cooler, inhalant use 

7791.43 -3556.28 97 0.98 M1.0 vs M3.0 0.85 75.66 40 0.00      
M1.1 vs M3.0 0.73 70.76 56 0.09 

Step 4: Testing models for uniform DIF for selected items 
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Model Description BIC LL Npar SCF Comparison cf LRTS df p 

M4.1 All nonuniform except 30-day liquor use 
 

-3563.62 91 1.06 M3.0 vs. M4.1 a 20.83 4.23 6 0.646 

M4.2 All nonuniform except 30-day beer use 
 

-3559.48 91 0.98 M3.0 vs. M4.2 0.90 7.10 6 0.311 

M4.3 All nonuniform except 30-day been drunk 
 

-3561.41 91 1.04 M3.0 vs. M4.3 0.06 182.40 6 0.000 

M4.4 All nonuniform except 30-day wine/wine cooler use -3559.02 91 1.01 M3.0 vs. M4.4 0.48 11.47 6 0.075 

M4.5 All nonuniform except 30-day inhalant use 
 

-3565.29 91 1.05 M3.0 vs. M4.5 a 11.89 9.09 6 0.168 

Step 5: Comparing models with uniform and nonuniform DIF to model with nonuniform DIF only 

M5.0 uniform: 30-day liquor, beer, wine/wine cooler, & 

inhalant use 

nonuniform: been drunk 

7701.23 -3577.48 73 1.10 M5.0 vs. M3.0 0.60 70.22 24 0.000 

M5.1 uniform: 30-day liquor, beer, & inhalant use 

nonuniform: 30-day been drunk & wine/wine cooler 

use 

7741.40 -3575.11 79 1.05 M5.1 vs. M3.0 0.64 58.98 18 0.000 

          M5.1 vs. M5.0 0.50 9.48 6 0.148 

Note. DIF = differential item functioning, LL = maximum log likelihood, Npar = number of free parameters in the model, SCF = scaling factor, df = degrees of 

freedom, CF = correction factor, LRTS = likelihood ratio test statistic, = multiple indicator multiple cause model. P-values for significant comparisons and rows 

for the final model are bolded.  

a = strictly positive LL difference test was used for comparison 
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Table B5 

Model Comparisons for Stepwise Differential Item Functioning (DIF) Testing for Intervention phase within the Wave 1 Four-Class Model 

Model Description BIC LL Npar SCF Comparison cf LRTS df p 

Step 1: Comparison of models with and without DIF 

M1.0 No DIF 7580.54 -3588.22 54 1.03      

M1.1 All Nonuniform DIF 7887.74 -3562.23 102 0.84 M1.0 vs M1.1 0.62 83.73 48 0.000 

Step 2: Testing for nonuniform DIF one item at a time 

M2.0.1 Alcohol use initiation: No DIF 
 

-1813.92 10 1.00 M2.0.1 vs. M2.1.1 1.00 3.12 4 0.538 

M2.1.1 Alcohol use initiation: Nonuniform DIF 
 

-1812.37 14 1.00 
     

M2.0.2 Drug use initiation: No DIF 
 

-1545.07 10 1.00 M2.0.2 vs. M2.1.2 0.25 7.41 4 0.116 

M2.1.2 Drug use initiation: Nonuniform DIF 
 

-1544.15 14 0.79 
     

M2.0.3 Cigar/cigarette use initiation: No DIF 
 

-1562.99 10 1.00 M2.0.3 vs. M2.1.3 0.49 4.71 4 0.318 

M2.1.3 Cigar/cigarette use initiation: Nonuniform DIF 
 

-1561.84 14 0.86 
     

M2.0.4 30-day liquor use: No DIF 
 

-1499.73 10 1.00 M2.0.4 vs. M2.1.4 0.25 1.18 4 0.882 

M2.1.4 30-day liquor use: Nonuniform DIF 
 

-1499.58 14 0.79 
     

M2.0.5 30-day beer use: No DIF 
 

-1528.77 10 1.00 M2.0.5 vs. M2.1.5 0.25 2.84 4 0.585 

M2.1.5 30-day beer use: Nonuniform DIF 
 

-1528.42 14 0.79 
     

M2.0.6 30-day been drunk: No DIF 
 

-1481.83 10 1.00 M2.0.6 vs. M2.1.6 0.75 1.24 4 0.872 

M2.1.6 30-day been drunk: Nonuniform DIF 
 

-1481.36 14 0.93 
     

M2.0.7 30-day wine/wine cooler use: No DIF 
 

-1537.31 10 1.00 M2.0.7 vs. M2.1.7 a 0.14 67.77 4 0.000 

M2.1.7 30-day wine/wine cooler use: Nonuniform DIF -1537.31 14 0.72 
     

M2.0.8 30-day cannabis use: No DIF 
 

-1501.88 10 1.00 M2.0.8 vs. M2.1.8 a 0.06 48.49 4 0.000 

M2.1.8 30-day cannabis use: Nonuniform DIF 
 

-1501.88 14 0.72 
     

M2.0.9 30-day inhalant use: No DIF 
 

-1532.77 10 1.00 M2.0.9vs. M2.1.9 1.00 3.75 4 0.441 

M2.1.9 30-day inhalant use: Nonuniform DIF 
 

-1530.90 14 1.00 
     

M2.0.10 30-day illicit drug use: No DIF 
 

-1425.58 10 1.00 M2.0.10 vs. M2.1.10 0.25 4.00 4 0.405 

M2.1.10 30-day illicit drug use: Nonuniform DIF 
 

-1425.08 14 0.79 
     

M2.0.11 30-day cigar use: No DIF 
 

-1529.59 10 1.00 M2.0.11 vs. M2.1.11 a 0.05 126.08 4 0.000 

M2.1.11 30-day cigar use: Nonuniform DIF 
 

-1529.59 14 0.72 
     

M2.0.12 30-day cigarette use: No DIF 
 

-1482.91 10 1.00 M2.0.12 vs. M2.1.12 0.25 3.77 4 0.438 

M2.1.12 30-day cigarette use: Nonuniform DIF 
 

-1482.44 14 0.79 
     

Step 3: Comparison of models with nonuniform DIF to models with and without uniform DIF for selected items 

M3.0 Nonuniform: 30-day wine/wine cooler, cannabis, 

& cigar use 

7662.68 -3584.39 66 0.95 M1.0 vs M3.0 0.61 12.56 12 0.402      
M1.1 vs M3.0 0.62 70.97 36 0.000 

Step 4: Testing models for uniform DIF for selected items 

M4.1 All nonuniform except 30-day wine/wine cooler use -3586.03 63 0.96 M3.0 vs. M4.1 0.94 3.48 3 0.324 

M4.2 All nonuniform except 30-day cannabis use 
 

-3584.78 63 0.97 M3.0 vs. M4.2 0.62 1.23 3 0.755 

M4.3 All nonuniform except 30-day cigar use 
 

-3584.56 63 0.96 M3.0 vs. M4.3 0.74 0.46 3 0.937 



 

 

160 

Model Description BIC LL Npar SCF Comparison cf LRTS df p 

Step 5: Comparing models with uniform and nonuniform DIF to model with nonuniform DIF only 

M5.0 uniform: 30-day wine/wine cooler, cannabis, & 

cigar use 

7600.20 -3586.83 57.00 0.99 M5.0 vs. M3.0 0.74 6.55 9 0.684 

Note. DIF = differential item functioning, LL = maximum log likelihood, Npar = number of free parameters in the model, SCF = scaling factor, df = degrees 

of freedom, CF = correction factor, LRTS = likelihood ratio test statistic, = multiple indicator multiple cause model. P-values for significant comparisons and 

rows for the final model are bolded.  

a = strictly positive LL difference test was used for comparison 
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Table B6  

Model Comparisons for Stepwise Differential Item Functioning (DIF) Testing for Combined Model with Sex, Grade, Timing of Waves, and Intervention phase 

within the Wave 1 Four-Class Model 

Model Description BIC LL Npar SCF Comparison cf LRTS df P 

Step 1: Comparison of models with and without identified DIF 

M6.0 No DIF, just c on sex, grade, timing of waves, 

intervention 

7622.33 -3553.03 69.0 1.04      

M6.1 All DIF from sex, grade, timing of waves, intervention 7956.01 -3495.41 129.0 0.99 M6.0 vs M6.1 0.93 124.02 60 0.000 

Step 2: Comparing models to determine whether accounting for all four sources of DIF is necessary 

M7.1 DIF for sex@0 
 

-3500.91 120 0.97 M7.1 vs. M6.1 1.15 9.54 9 0.389 

M7.2 DIF for intervention phase@0 
 

-3497.60 126 0.97 M7.2 vs. M6.1 1.62 2.72 3 0.437 

M7.3 DIF for grade@0 
 

-3532.02 97 1.01 M7.3 vs. M6.1 0.92 79.24 32 0.000 

M7.4 DIF for timing of waves@0 
 

-3507.69 113 0.96 M7.4 vs. M6.1 1.16 21.22 16 0.170 

M7.5 DIF for grade only 7785.19 -3514.75 101 0.98 M7.1.1 vs M6.1 1.02 37.89 28 0.100 

Step 3: Evaluating whether any individual DIF effects can be removed from model 

M8.0.1 All identified DIF except 30-day beer use for grade 
 

-3517.24 99 0.97 M7.5 vs M8.0.1 1.07 4.68 2 0.096 

M8.0.2 All identified DIF except 30-day cannabis use for grade 
 

-3517.19 99 0.97 M7.5 vs M8.0.2 1.06 4.63 2 0.099 

M8.0.3 All identified DIF except 30-day inhalant use for grade 
 

-3518.91 99 0.98 M7.5 vs M8.0.3 0.95 8.80 2 0.012 

M8.0.4 All identified DIF except 30-day cigar use for grade 
 

-3515.05 99 0.97 M7.5 vs M8.0.4 1.17 0.51 2 0.776 

M8.0.5 All identified DIF except Drug use initiation for grade 
 

-3524.45 93 1.00 M7.5 vs M8.0.5 0.75 25.92 8 0.001 

M8.0.6 All identified DIF except Cigar/cigarette use initiation for 

grade 

 
-3527.61 93 0.95 M7.5 vs M8.0.6 1.29 19.97 8 0.010 

M8.0.7 All identified DIF except 30-day cigarette use for grade 
 

-3520.92 93 0.95 M7.5 vs M8.0.7 1.24 9.98 8 0.266 

Step 4: Comparing models with and without additional DIF effects for all sources of DIF 

M9.1 All identified DIF except 30-day beer, cannabis, & 

inhalant use for grade 

 
-3519.71 95 0.96 M9.1 vs M7.5 1.19 8.37 6 0.212 

M9.2 All identified DIF except 30-day beer, cannabis, inhalant, 

& cigarette use for grade 

 
-3526.03 87 0.96 M9.2 vs M7.5 1.10 20.55 14 0.114 

Step 5: Final combined DIF model 

M10.0 DIF by grade for 30-day cigarette use (uniform) and 

drug and cigarette/cigar initiation (nonuniform) 

7703.00 -3526.03 87 0.96 M6.1 vs M10.0 1.05 58.52 42 0.046 

Note. DIF = differential item functioning, LL = maximum log likelihood, Npar = number of free parameters in the model, SCF = scaling factor, df = degrees of freedom, CF = 

correction factor, LRTS = likelihood ratio test statistic, = multiple indicator multiple cause model. P-values for significant comparisons and rows for the final model are bolded.  



 

 

162 

Wave 2 DIF 

 Sex  

The initial omnibus test supported DIF by sex (see Table B7). Follow-up tests in Step 2 

provided evidence of DIF by sex for six items: drug use initiation, 30-day liquor, 30-day beer, 

30-day been drunk, 30-day wine/wine coolers, 30-day inhalants, and 30-day cigarettes. The 

model included these six effects (Select Nonuniform DIF Model; M3.0) significantly improved 

upon the fit of the No DIF Model (M1.0), and its fit was not further improved upon by the All 

Nonuniform DIF Model (M1.1). This supported the Select Nonuniform DIF Model (M3.0). 

Results of Step 4 indicated that the direct effects of sex on four indicators could be constrained to 

be uniform across classes (30-day liquor, 30-day beer, 30-day been drunk, 30-day cigarettes). 

The Select Nonuniform DIF Model (M3.0) did not fit significantly better than the model that 

constrained these four DIF effects to uniform (i.e., Select Nonuniform and Uniform DIF; M5.0). 

The final model (M5.0) thus included four uniform (30-day liquor, 30-day beer, 30-day been 

drunk, 30-day cigarettes) and three nonuniform (drug use initiation, 30-day wine/wine coolers, 

30-day inhalants) DIF effects by sex at Wave 2.  

Grade 

The initial omnibus test supported DIF by grade (see Table B8). Follow-up tests in Step 2 

identified significant direct effects of grade on four indicators: 30-day been drunk, 30-day 

wine/wine coolers, 30-day cannabis, and 30-day cigarettes. The model with nonuniform effects 

of grade on these four indicators (i.e., Select Nonuniform DIF; M3.0) significantly improved 

upon the fit of the No DIF Model (M1.0). The All Nonuniform DIF Model (M1.1) did not fit the 

data better than the Select Nonuniform DIF Model (M3.0), supporting the Select Nonuniform 

DIF Model. Results of Step 4 indicated that two DIF effects could be constrained to be uniform 
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across classes (30-day cannabis, 30-day cigarettes). The Select Nonuniform DIF Model (M3.0) 

did not have significantly better fit than the Select Uniform and Nonuniform DIF (M5.0), which 

further supported constraining the two effects to be uniform. The final model for DIF by grade 

(M5.0) thus included uniform DIF for 30-day cannabis and 30-day cigarettes items and 

nonuniform DIF for 30-day been drunk and 30-day wine/wine coolers items.  

Timing of waves 

The initial omnibus test supported DIF by the timing of waves (see Table B9). Step 2 

showed evidence of five sources of DIF: alcohol use initiation, 30-day liquor, 30-day been 

drunk, 30-day illicit drugs, and 30-day cigarettes. The All Nonuniform DIF Model (M1.1), 

however, fit the data significantly better than the Select Nonuniform DIF Model (M3.0). 

Examination of the results of Step 2 indicated that the direct effects of the timing of waves on 

alcohol use initiation neared significance. The All Nonuniform DIF Model did not fit 

significantly better than the alternate Select Nonuniform DIF Model (M3.1), which incorporated 

direct effects on the alcohol use initiation item. These five sources of uniform DIF (M3.1) were 

retained for subsequent models. Results of Step 4 indicated that three sources of DIF could be 

constrained to be uniform across classes without adversely impacting model fit (alcohol use 

initiation, 30-day liquor, 30-day illicit drugs). The final Select Uniform and Nonuniform DIF 

Model (M5.0) improved upon the fit of the No DIF Model (M1.0), and model fit was not further 

improved by the Select Nonuniform DIF Model (M3.0). The final model for DIF by timing of 

waves (M5.0) thus included uniform DIF for three items (alcohol use initiation, 30-day liquor, 

30-day illicit drugs) and nonuniform DIF for two items (30-day been drunk, 30-day cigarettes). 

Intervention phase 
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The omnibus test supported DIF by intervention phase (see Table B10). Follow up tests 

supported direct effects of intervention phase on six items: cigar/cigarette use initiation, drug 

use initiation, 30-day wine/wine coolers, 30-day cannabis, 30-day cigars, and 30-day cigarettes. 

The Select Nonuniform DIF Model (M3.0) incorporating nonuniform DIF effects on these six 

items fit significantly better than the No DIF Model (M1.0). The All Nonuniform DIF Model 

(M1.1) did not have significantly better model fit than the Select Nonuniform DIF Model 

(M3.0), so the Select Nonuniform DIF Model (M3.0) was retained for subsequent steps. Results 

of the model comparisons in Step 4 supported constraining DIF effects on all but one indicator 

(i.e., 30-day cannabis) to be uniform across classes. The Select Nonuniform DIF Model model 

did not fit significantly better than The Select Nonuniform and Uniform DIF Model (M5.0), 

which improved upon the fit of the No DIF Model (M1.0). The final model for DIF by 

intervention phase (M5.0) thus included uniform DIF for five items (cigar/cigarette use 

initiation, drug use initiation, 30-day wine/wine coolers, 30-day cigars, 30-day cigarettes) and 

nonuniform DIF for one item (30-day cannabis).  

Combined DIF 

In Steps 6 through 10, I combined the DIF effects that were supported by separate tests 

for each covariate in Steps 1 through 5 into one model (M6.1; see Table B11). The Combined 

Identified DIF Model (M6.1) yielded significantly better fit to the data than the model that only 

regressed class membership on the covariates (i.e., No DIF; M6.0). In Step 2, the All 

Nonuniform DIF Model (M1.1) fit significantly better than models that removed the DIF effects 

for each covariate (i.e., M7.1 through M7.4). Results from Steps 3 and 4 indicated that the All 

Nonuniform DIF Model (M1.1) did not fit significantly better than models that excluded several 

DIF effects on specific indicators. More specifically, DIF by sex for three items (30-day liquor, 
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30-day been drunk, 30-day wine/wine coolers), DIF by grade for two items (30-day wine/wine 

coolers, 30-day cigarettes), DIF by timing of waves for three items (30-day liquor, cigarettes, 

alcohol use initiation), and DIF by intervention phase for two items (30-day wine/wine coolers, 

cigar/cigarette use initiation) were excluded from the model. The final model accounting for 

combined DIF at Wave 2 (M10.0) included DIF by sex for four items (30-day beer 30-day 

cigarettes uniform; drug use initiation and 30-day inhalants nonuniform), DIF by grade for two 

items (30-day cannabis uniform; 30-day been drunk nonuniform), DIF by intervention phase for 

four items (drug use initiation, 30-day cigars, and 30-day cigarettes uniform; 30-day cannabis 

nonuniform), and DIF by waves for two items (30-day illicit drugs uniform; 30-day been drunk 

nonuniform).  

 Finally, I evaluated the impact of accounting for DIF in the final model (M10.0) on the 

interpretation of the subgroups at Wave 2. The final class counts and proportions for the 

estimated model shifted less than 2% after accounting for DIF. Examination of the response 

probabilities before (see Table 6) and after accounting for DIF (see Table 8) indicated that 

accounting for DIF did not substantially alter the subgroup interpretation at Wave 2. These 

sources of DIF at Wave 2 were thus retained in subsequent analytic models in Aims 1 and 2 to 

account for measurement invariance in the subgroups. 
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Table B7  

Model Comparisons for Stepwise Differential Item Functioning (DIF) Testing for Sex within the Wave 2 Four-Class Model 

Model Description BIC LL Npar SCF Comparison cf LRTS df p 

Step 1: Comparison of models with and without DIF 

M1.0 No DIF 7392.03 -3497.29 54 1.08      

M1.1 All Nonuniform DIF 7682.24 -3465.75 102 0.97 M1.0 vs M1.1 0.85 74.52 48 0.008 

Step 2: Testing for nonuniform DIF one item at a time   

M2.0.1 Alcohol use initiation: No DIF 
 

-1730.33 10 1.00 M2.0.1 vs. M2.1.1 1.00 2.75 4 0.600 

M2.1.1 Alcohol use initiation: Nonuniform DIF 
 

-1728.96 14 1.00 
     

M2.0.2 Cigar/cigarette use initiation: No DIF 
 

-1531.18 10 1.00 M2.0.2 vs. M2.1.2 0.50 2.67 4 0.615 

M2.1.2 Cigar/cigarette use initiation: Nonuniform DIF -1530.51 14 0.86 
     

M2.0.3 Drug use initiation: No DIF 
 

-1525.62 10 1.00 M2.0.3 vs. M2.1.3 0.49 11.10 4 0.026 

M2.1.3 Drug use initiation: Nonuniform DIF 
 

-1522.87 14 0.86 
     

M2.0.4 30-day liquor use: No DIF 
 

-1392.01 10 1.00 M2.0.4 vs. M2.1.4 a 0.08 103.94 4 0.000 

M2.1.4 30-day liquor use: Nonuniform DIF 
 

-1392.01 14 0.72 
     

M2.0.5 30-day beer use: No DIF 
 

-1439.85 10 1.01 M2.0.5 vs. M2.1.5 0.47 23.48 4 0.000 

M2.1.5 30-day beer use: Nonuniform DIF 
 

-1434.28 14 0.86 
     

M2.0.6 30-day been drunk: No DIF 
 

-1355.35 10 1.00 M2.0.6 vs. M2.1.6 a 0.19 61.38 4 0.000 

M2.1.6 30-day been drunk: Nonuniform DIF 
 

-1355.35 14 0.73 
     

M2.0.7 30-day wine/wine cooler use: No DIF 
 

-1399.79 10 1.00 M2.0.7 vs. M2.1.7 a 0.11 155.21 4 0.000 

M2.1.7 30-day wine/wine cooler use: Nonuniform DIF -1399.79 14 0.72 
     

M2.0.8 30-day cannabis use: No DIF 
 

-1408.41 10 1.00 M2.0.8 vs. M2.1.8 0.50 1.97 4 0.741 

M2.1.8 30-day cannabis use: Nonuniform DIF 
 

-1407.92 14 0.86 
     

M2.0.9 30-day inhalant use: No DIF 
 

-1365.97 10 1.00 M2.0.9vs. M2.1.9 0.74 13.35 4 0.010 

M2.1.9 30-day inhalant use: Nonuniform DIF 
 

-1361.01 14 0.93 
     

M2.0.10 30-day illicit drug use: No DIF 
 

-1319.06 10 1.00 M2.0.10 vs. M2.1.10 0.10 5.80 4 0.215 

M2.1.10 30-day illicit drug use: Nonuniform DIF 
 

-1318.78 14 0.74 
     

M2.0.11 30-day cigar use: No DIF 
 

-1389.73 10 1.00 M2.0.11 vs. M2.1.11 a -0.06 -50.69 4 - 

M2.1.11 30-day cigar use: Nonuniform DIF 
 

-1389.73 14 0.71 
     

M2.0.12 30-day cigarette use: No DIF 
 

-1357.31 10 1.00 M2.0.12 vs. M2.1.12 a 0.21 48.11 4 0.000 

M2.1.12 30-day cigarette use: Nonuniform DIF 
 

-1357.31 14 0.73 
     

Step 3: Comparison of models with nonuniform DIF to models with and without uniform DIF for selected items 

M3.0 Nonuniform: Drug use initiation; 30-day liquor, 

beer, been drunk, wine/wine cooler, inhalant, & 

cigarette use 

7551.81 -3474.14 82 0.97 M1.0 vs M3.0 0.75 62.12 28 0.000      
M1.1 vs M3.0 0.99 16.98 20 0.654 

Step 4: Testing models for uniform DIF for selected items 

M4.1 All nonuniform except Drug use initiation -3507.37 79 1.20 M3.0 vs. M4.1 a 0.42 473.98 3 0.000 

M4.2 All nonuniform except 30-day liquor use 
 

-3474.69 79 0.98 M3.0 vs. M4.2 0.57 1.93 3 0.586 

M4.3 All nonuniform except 30-day beer use 
 

-3475.12 79 1.11 M3.0 vs. M4.3 a 10.41 0.57 3 0.904 

M4.4 All nonuniform except 30-day been drunk -3477.31 79 1.12 M3.0 vs. M4.4 a 6.44 2.95 3 0.400 
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Model Description BIC LL Npar SCF Comparison cf LRTS df p 

M4.5 All nonuniform except 30-day wine/wine cooler use -3477.03 79 0.99 M3.0 vs. M4.5 0.48 12.17 3 0.007 

M4.6 All nonuniform except 30-day inhalant use -3477.65 79 0.98 M3.0 vs. M4.6 0.52 13.49 3 0.004 

M4.7 All nonuniform except 30-day cigarette use -3475.55 79 0.96 M3.0 vs. M4.7 1.15 2.45 3 0.484 

Step 5: Comparing models with uniform and nonuniform DIF to model with nonuniform DIF only 

M5.0 uniform: 30-day liquor, beer, been drunk, & 

wine/wine cooler use 

nonuniform: Drug use initiation; 30-day 

inhalant, & cigarette use 

  -3479.16 70 0.9805 M5.0 vs. M3.0 0.89 11.23 70 1.000 

Note. DIF = differential item functioning, LL = maximum log likelihood, Npar = number of free parameters in the model, SCF = scaling factor, df = degrees of 

freedom, CF = correction factor, LRTS = likelihood ratio test statistic, = multiple indicator multiple cause model. P-values for significant comparisons and rows for the 

final model are bolded. 
a = strictly positive LL difference test was used for comparison 
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Table B8  

Model Comparisons for Stepwise Differential Item Functioning (DIF) Testing for Grade within the Wave 2 Four-Class Model 

Model Description BIC LL Npar SCF Comparison cf LRTS df p 

Step 1: Comparison of models with and without DIF 

M1.0 No DIF 7425.08 -3502.76 57 1.07      

M1.1 All Nonuniform DIF 8019.20 -3446.50 153 0.84 M1.0 vs M1.1 0.70 161.27 96 0.000 

Step 2: Testing for nonuniform DIF one item at a time 

M2.0.1 Alcohol use initiation: No DIF 
 

-1728.75 13 1.00 M2.0.1 vs. M2.1.1 1.00 4.71 8 0.788 

M2.1.1 Alcohol use initiation: Nonuniform DIF 
 

-1726.40 21 1.00 
     

M2.0.2 Cigar/cigarette use initiation: No DIF 
 

-1532.03 13 1.00 M2.0.2 vs. M2.1.2 0.75 5.39 8 0.716 

M2.1.2 Cigar/cigarette use initiation: Nonuniform DIF -1530.02 21 0.90 
     

M2.0.3 Drug use initiation: No DIF 
 

-1524.63 13 1.00 M2.0.3 vs. M2.1.3 0.62 11.87 8 0.157 

M2.1.3 Drug use initiation: Nonuniform DIF 
 

-1520.95 21 0.86 
     

M2.0.4 30-day liquor use: No DIF 
 

-1393.54 13 1.00 M2.0.4 vs. M2.1.4 0.25 6.81 8 0.557 

M2.1.4 30-day liquor use: Nonuniform DIF 
 

-1392.69 21 0.71 
     

M2.0.5 30-day beer use: No DIF 
 

-1439.68 13 1.00 M2.0.5 vs. M2.1.5 0.49 11.72 8 0.164 

M2.1.5 30-day beer use: Nonuniform DIF 
 

-1436.79 21 0.81 
     

M2.0.6 30-day been drunk: No DIF 
 

-1355.86 13 1.00 M2.0.6 vs. M2.1.6 0.37 42.46 8 0.000 

M2.1.6 30-day been drunk: Nonuniform DIF 
 

-1348.02 21 0.76 
     

M2.0.7 30-day wine/wine cooler use: No DIF 
 

-1401.11 13 1.00 M2.0.7 vs. M2.1.7 0.25 26.66 8 0.001 

M2.1.7 30-day wine/wine cooler use: Nonuniform DIF -1397.80 21 0.71 
     

M2.0.8 30-day cannabis use: No DIF 
 

-1408.15 13 1.01 M2.0.8 vs. M2.1.8 0.61 30.23 8 0.000 

M2.1.8 30-day cannabis use: Nonuniform DIF 
 

-1398.88 21 0.86 
     

M2.0.9 30-day inhalant use: No DIF 
 

-1366.24 13 1.00 M2.0.9vs. M2.1.9 0.75 5.26 8 0.730 

M2.1.9 30-day inhalant use: Nonuniform DIF 
 

-1364.28 21 0.90 
     

M2.0.10 30-day illicit drug use: No DIF 
 

-1319.21 13 1.00 M2.0.10 vs. M2.1.10 0.25 14.63 8 0.067 

M2.1.10 30-day illicit drug use: Nonuniform DIF -1317.38 21 0.71 
     

M2.0.11 30-day cigar use: No DIF 
 

-1389.77 13 1.00 M2.0.11 vs. M2.1.11 0.25 4.95 8 0.763 

M2.1.11 30-day cigar use: Nonuniform DIF 
 

-1389.15 21 0.71 
     

M2.0.12 30-day cigarette use: No DIF 
 

-1357.88 13 1.00 M2.0.12 vs. M2.1.12 0.25 26.86 8 0.001 

M2.1.12 30-day cigarette use: Nonuniform DIF 
 

-1354.55 21 0.71 
     

Step 3: Comparison of models with nonuniform DIF to models with and without uniform DIF for selected items 

M3.0 Nonuniform: 30-day beer, wine/wine cooler, 

cannabis, & cigarette use 

7607.00 -3475.95 89 0.91 M1.0 vs M3.0 0.63 85.66 32 0.000      
M1.1 vs M3.0 0.73 80.28 64 0.082 

Step 4: Testing models for uniform DIF for selected items 

M4.1 All nonuniform except 30-day been drunk -3481.54 83 0.94 M3.0 vs. M4.1 0.47 23.64 6 0.001 

M4.2 All nonuniform except 30-day wine/wine cooler use -3479.69 83 0.96 M3.0 vs. M4.2 0.20 38.19 6 0.000 

M4.3 All nonuniform except 30-day cannabis use -3477.03 83 0.91 M3.0 vs. M4.3 0.94 2.30 6 0.890 

M4.4 All nonuniform except 30-day cigarette use -3476.69 83 0.93 M3.0 vs. M4.4 0.56 2.63 6 0.853 

Step 5: Comparing models with uniform and nonuniform DIF to model with nonuniform DIF only 
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Model Description BIC LL Npar SCF Comparison cf LRTS df p 

M5.0 uniform: 30-day cannabis, & cigarette use 

nonuniform: 30-day beer & wine/wine cooler 

7522.11 -3477.67 77 0.9289 M5.0 vs. M3.0 0.78 4.43 12 0.974 

Note. DIF = differential item functioning, LL = maximum log likelihood, Npar = number of free parameters in the model, SCF = scaling factor, df = degrees 

of freedom, CF = correction factor, LRTS = likelihood ratio test statistic, = multiple indicator multiple cause model. P-values for significant comparisons and rows 

for the final model are bolded. 
a = strictly positive LL difference test was used for comparison 
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Table B9  

Model Comparisons for Stepwise Differential Item Functioning (DIF) Testing for Timing of Waves within the Wave 2 Four-Class Model 

Model Description BIC LL Npar SCF Comparison cf LRTS df p 

Step 1: Comparison of models with and without DIF 

M1.0 No DIF 7420.39 -3500.41 57 1.06      

M1.1 All Nonuniform DIF 8021.09 -3447.45 153 0.88 M1.0 vs M1.1 0.77 137.35 96 0.004 

Step 2: Testing for nonuniform DIF one item at a time 

M2.0.1 Alcohol use initiation: No DIF 
 

-1725.88 13 1.00 M2.0.1 vs. M2.1.1 0.99 13.75 8 0.088 

M2.1.1 Alcohol use initiation: Nonuniform DIF 
 

-1719.04 21 1.00 
     

M2.0.2 Drug use initiation: No DIF 
 

-1526.59 13 1.00 M2.0.2 vs. M2.1.2 0.62 3.10 8 0.928 

M2.1.2 Drug use initiation: Nonuniform DIF 
 

-1525.63 21 0.86 
     

M2.0.3 Cigar/cigarette use initiation: No DIF 
 

-1521.66 13 1.00 M2.0.3 vs. M2.1.3 0.62 13.74 8 0.089 

M2.1.3 Cigar/cigarette use initiation: Nonuniform DIF -1517.38 21 0.86 
     

M2.0.4 30-day liquor use: No DIF 
 

-1390.06 13 1.00 M2.0.4 vs. M2.1.4 0.25 21.98 8 0.005 

M2.1.4 30-day liquor use: Nonuniform DIF 
 

-1387.33 21 0.71 
     

M2.0.5 30-day beer use: No DIF 
 

-1435.67 13 1.00 M2.0.5 vs. M2.1.5 0.75 8.87 8 0.353 

M2.1.5 30-day beer use: Nonuniform DIF 
 

-1432.37 21 0.90 
     

M2.0.6 30-day been drunk: No DIF 
 

-1351.19 13 1.00 M2.0.6 vs. M2.1.6 0.25 16.11 8 0.041 

M2.1.6 30-day been drunk: Nonuniform DIF 
 

-1349.20 21 0.71 
     

M2.0.7 30-day wine/wine cooler use: No DIF 
 

-1396.36 13 1.00 M2.0.7 vs. M2.1.7 0.37 11.58 8 0.171 

M2.1.7 30-day wine/wine cooler use: Nonuniform DIF -1394.20 21 0.76 
     

M2.0.8 30-day cannabis use: No DIF 
 

-1404.08 13 1.00 M2.0.8 vs. M2.1.8 0.49 8.67 8 0.371 

M2.1.8 30-day cannabis use: Nonuniform DIF 
 

-1401.95 21 0.81 
     

M2.0.9 30-day inhalant use: No DIF 
 

-1361.76 13 1.00 M2.0.9vs. M2.1.9 0.87 11.32 8 0.184 

M2.1.9 30-day inhalant use: Nonuniform DIF 
 

-1356.82 21 0.95 
     

M2.0.10 30-day illicit drug use: No DIF 
 

-1314.72 13 1.00 M2.0.10 vs. M2.1.10 0.25 17.38 8 0.026 

M2.1.10 30-day illicit drug use: Nonuniform DIF 
 

-1312.56 21 0.71 
     

M2.0.11 30-day cigar use: No DIF 
 

-1385.39 13 1.00 M2.0.11 vs. M2.1.11 0.25 8.73 8 0.366 

M2.1.11 30-day cigar use: Nonuniform DIF 
 

-1384.30 21 0.71 
     

M2.0.12 30-day cigarette use: No DIF 
 

-1353.53 13 1.00 M2.0.12 vs. M2.1.12 0.25 19.23 8 0.014 

M2.1.12 30-day cigarette use: Nonuniform DIF 
 

-1351.13 21 0.71 
     

Step 3: Comparison of models with nonuniform DIF to models with and without uniform DIF for selected items 

M3.0 Nonuniform: 30-day liquor, been drunk, illicit 

drug, & cigarette use 

7632.94 -3488.92 89 0.81 M1.0 vs M3.0 0.37 62.57 32 0.001  
    M1.1 vs M3.0 0.97 85.23 64 0.039 

M3.1 Nonuniform: 30-day liquor, been drunk, illicit 

drug, cigarette, & alcohol use initiation 

7672.06 -3479.04 97 0.85 M1.0 vs M3.1 0.53 79.96 40 0.000 

     M1.1 vs M3.1 0.94 67.19 56 0.145 

Step 4: Testing models for uniform DIF for selected items 

M4.1 All nonuniform except Alcohol use initiation -3485.92 91 0.82 M3.0 vs. M4.1 1.23 11.21 6 0.082 

M4.2 All nonuniform except 30-day liquor use 
 

-3481.37 91 0.86 M3.0 vs. M4.2 0.59 7.97 6 0.241 

M4.3 All nonuniform except 30-day been drunk 
 

-3480.83 91 0.89 M3.0 vs. M4.3 0.11 33.12 6 0.000 
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Model Description BIC LL Npar SCF Comparison cf LRTS df p 

M4.4 All nonuniform except 30-day illicit drug use -3479.40 91 0.89 M3.0 vs. M4.4 0.12 6.29 6 0.392 

M4.5 All nonuniform except 30-day cigarette use -3481.33 91 0.88 M3.0 vs. M4.5 0.35 13.18 6 0.040 

Step 5: Comparing models with uniform and nonuniform DIF to model with nonuniform DIF only 

M5.0 uniform: Alcohol use initiation; 30-day 

liquor & illicit drug use 

nonuniform: 30-day been drunk & cigarette 

use 

7559.19 -3488.84 79 0.88

02 

M5.0 vs. M3.0 0.69 28.28 18 0.058 

Note. DIF = differential item functioning, LL = maximum log likelihood, Npar = number of free parameters in the model, SCF = scaling factor, df = degrees 

of freedom, CF = correction factor, LRTS = likelihood ratio test statistic, = multiple indicator multiple cause model. P-values for significant comparisons and rows 

for the final model are bolded. 
a = strictly positive LL difference test was used for comparison 
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Table B10  

Model Comparisons for Stepwise Differential Item Functioning (DIF) Testing for Intervention phase within the Wave 2 Four-Class Model 

Model Description BIC LL Npar SCF Comparison cf LRTS df p 

Step 1: Comparison of models with and without DIF 

M1.0 No DIF 7410.26 -3506.39 54 1.05      

M1.1 All Nonuniform DIF 7706.59 -3477.90 102 0.91 M1.0 vs M1.1 0.75 76.48 48 0.006 

Step 2: Testing for nonuniform DIF one item at a time 

M2.0.1 Alcohol use initiation: No DIF 
 

-1732.26 10 1.00 M2.0.1 vs. M2.1.1 0.74 4.09 4 0.394 

M2.1.1 Alcohol use initiation: Nonuniform DIF -1730.75 14 0.93 
     

M2.0.2 Drug use initiation: No DIF 
 

-1532.59 10 1.00 M2.0.2 vs. M2.1.2 0.49 14.82 4 0.005 

M2.1.2 Drug use initiation: Nonuniform DIF 
 

-1528.95 14 0.86 
     

M2.0.3 Cigar/cigarette use initiation: No DIF 
 

-1530.06 10 1.01 M2.0.3 vs. M2.1.3 0.49 16.94 4 0.002 

M2.1.3 Cigar/cigarette use initiation: Nonuniform DIF -1525.94 14 0.86 
     

M2.0.4 30-day liquor use: No DIF 
 

-1395.54 10 1.00 M2.0.4 vs. M2.1.4 a -0.07 -68.82 4 - 

M2.1.4 30-day liquor use: Nonuniform DIF 
 

-1395.54 14 0.71 
     

M2.0.5 30-day beer use: No DIF 
 

-1441.92 10 1.00 M2.0.5 vs. M2.1.5 0.74 5.93 4 0.205 

M2.1.5 30-day beer use: Nonuniform DIF 
 

-1439.72 14 0.93 
     

M2.0.6 30-day been drunk: No DIF 
 

-1358.48 10 1.00 M2.0.6 vs. M2.1.6 a -0.02 -1057.45 4 - 

M2.1.6 30-day been drunk: Nonuniform DIF 
 

-1358.48 14 0.71 
     

M2.0.7 30-day wine/wine cooler use: No DIF 
 

-1402.97 10 1.00 M2.0.7 vs. M2.1.7 a 0.09 113.09 4 0.000 

M2.1.7 30-day wine/wine cooler use: Nonuniform DIF -1402.97 14 0.72 
     

M2.0.8 30-day cannabis use: No DIF 
 

-1410.39 10 1.01 M2.0.8 vs. M2.1.8 0.22 26.10 4 0.000 

M2.1.8 30-day cannabis use: Nonuniform DIF -1407.56 14 0.79 
     

M2.0.9 30-day inhalant use: No DIF 
 

-1368.48 10 1.01 M2.0.9vs. M2.1.9 0.49 7.34 4 0.119 

M2.1.9 30-day inhalant use: Nonuniform DIF 
 

-1366.69 14 0.86 
     

M2.0.10 30-day illicit drug use: No DIF 
 

-1321.60 10 1.00 M2.0.10 vs. M2.1.10 a -0.20 -45.51 4 - 

M2.1.10 30-day illicit drug use: Nonuniform DIF -1321.60 14 0.70 
     

M2.0.11 30-day cigar use: No DIF 
 

-1392.04 10 1.00 M2.0.11 vs. M2.1.11 a 0.28 32.87 4 0.000 

M2.1.11 30-day cigar use: Nonuniform DIF 
 

-1392.04 14 0.74 
     

M2.0.12 30-day cigarette use: No DIF 
 

-1360.32 10 1.00 M2.0.12 vs. M2.1.12 0.00 280.00 4 0.000 

M2.1.12 30-day cigarette use: Nonuniform DIF 
 

-1360.31 14 0.71 
     

Step 3: Comparison of models with nonuniform DIF to models with and without uniform DIF for selected items 

M3.0 Nonuniform: cigarette/cigar & drug initiation; 30-

day wine/wine cooler, cannabis, cigar, & cigarette 

7555.08 -3490.47 78 0.89 M1.0 vs M3.0 0.53 60.63 24 0.000      
M1.1 vs M3.0 0.97 26.06 24 0.350 

Step 4: Testing models for uniform DIF for selected items 

M4.1 All nonuniform except Cigar/cigarette use initiation -3492.13 75 0.93 M3.0 vs. M4.1 a 2.84 3.51 3 0.320 

M4.2 All nonuniform except Drug use initiation -3491.60 75 0.89 M3.0 vs. M4.2 0.81 2.79 3 0.426 

M4.3 All nonuniform except 30-day wine/wine cooler use -3491.45 75 0.90 M3.0 vs. M4.3 0.60 3.26 3 0.353 

M4.4 All nonuniform except 30-day cannabis use -3493.27 75 0.91 M3.0 vs. M4.4 0.39 14.16 3 0.003 

M4.5 All nonuniform except 30-day cigar use -3491.37 75 0.89 M3.0 vs. M4.5 0.77 2.34 3 0.504 
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Model Description BIC LL Npar SCF Comparison cf LRTS df p 

M4.6 All nonuniform except 30-day cigarette use -3490.47 75 0.92 M3.0 vs. M4.6 0.07 0.03 3 0.999 

Step 5: Comparing models with uniform and nonuniform DIF to model with nonuniform DIF only 

M5.0 uniform: cigarette/cigar initiation & drug use; 

30-day wine/wine cooler, cigar, & cigarette use 

nonuniform: 30-day cannabis use 

7455.52 -3495.90 63 0.93 M5.0 vs. M3.0 0.69 15.66 63 1.000 

Note. DIF = differential item functioning, LL = maximum log likelihood, Npar = number of free parameters in the model, SCF = scaling factor, df = degrees 

of freedom, CF = correction factor, LRTS = likelihood ratio test statistic, = multiple indicator multiple cause model. P-values for significant comparisons and rows 

for the final model are bolded. 
a = strictly positive LL difference test was used for comparison 
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Table B11  

Model Comparisons for Stepwise Differential Item Functioning (DIF) Testing for Combined Model with Sex, Grade, Timing of Waves, and Intervention phase 

within the Wave 2 Four-Class Model 

Model Description BIC LL Npar SCF Comparison cf LRTS df p 

Step 1: Comparison of models with and without identified DIF 

M6.0 No DIF, just c on sex, grade, timing of waves, intervention 7461.50 -3476.83 69 1.04      

M6.1 All DIF from sex, grade, timing of waves, intervention 7818.53 -3408.78 136 0.85 M6.0 vs M6.1 0.66 207.63 67 0.000 

Step 2: Comparing models to determine whether accounting for all four sources of DIF is necessary 

M7.1 DIF for sex@0 7884.85 -3500.82 120 0.79 M7.1 vs. M6.1 1.31 141.05 16 0.000 

M7.2 DIF for intervention phase@0 7912.53 -3488.90 127 0.76 M7.2 vs. M6.1 2.18 73.43 9 0.000 

M7.3 DIF for grade@0 7728.24 -3437.23 116 0.86 M7.3 vs. M6.1 0.80 70.78 20 0.000 

M7.4 DIF for timing of waves@0 7818.14 -3489.54 114 0.86 M7.4 vs. M1.2 0.81 199.84 22 0.000 

Step 3: Evaluating whether any individual sources of DIF can be removed from model 

M8.0.1 Excluded: 30-day liquor use for sex 
 

-3409.53 135 0.84 M6.1 vs M8.0.1 2.49 0.61 1 0.436 

M8.0.2 Excluded: 30-day beer use for sex 
 

-3413.27 135 0.84 M6.1 vs M8.0.2 2.42 3.72 1 0.054 

M8.0.3 Excluded: 30-day been drunk for sex 
 

-3410.06 135 0.83 M6.1 vs M8.0.3 3.97 0.64 1 0.422 

M8.0.4 Excluded: 30-day cigarette use for sex 
 

-3412.31 135 0.85 M6.1 vs M8.0.4 0.96 7.36 1 0.007 

M8.0.5 Excluded: Drug use initiation for sex 
 

-3415.21 132 0.82 M6.1 vs M8.0.5 1.79 7.20 4 0.126 

M8.0.6 Excluded: 30-day wine/wine cooler use for sex 
 

-3411.87 132 0.83 M6.1 vs M8.0.6 1.69 3.66 4 0.453 

M8.0.7 Excluded: 30-day inhalant use for sex 
 

-3418.93 132 0.82 M6.1 vs M8.0.7 1.86 10.92 4 0.028 

M8.1.1 Excluded: 30-day cannabis use for grade 
 

-3418.09 134 0.82 M6.1 vs M8.1.1 2.87 6.49 2 0.039 

M8.1.2 Excluded: 30-day cigarette use for grade 
 

-3411.30 134 0.84 M6.1 vs M8.1.2 2.05 2.46 2 0.292 

M8.1.3 Excluded: 30-day been drunk for grade 
 

-3422.23 128 0.89 M6.1 vs M8.1.3 0.28 95.00 8 0.000 

M8.1.4 Excluded: 30-day wine/wine cooler use for grade 
 

-3413.09 128 0.83 M6.1 vs M8.1.4 1.22 7.10 8 0.526 

M8.2.1 Excluded: Alcohol use initiation for timing of waves 
 

-3411.22 134 0.84 M6.1 vs M8.2.1 1.61 3.04 2 0.219 

M8.2.2 Excluded: 30-day liquor use for timing of waves 
 

-3410.98 134 0.81 M6.1 vs M8.2.2 3.59 1.23 2 0.541 

M8.2.3 Excluded: 30-day illicit drug use for timing of waves 
 

-3410.16 134 0.62 M6.1 vs M8.2.3 16.61 0.17 2 0.920 

M8.2.4 Excluded: 30-day been drunk for timing of waves 
 

-3415.31 128 0.89 M6.1 vs M8.2.4 0.27 48.00 8 0.000 

M8.2.5 Excluded: 30-day cigarette use for timing of waves 
 

-3410.76 128 0.83 M6.1 vs M8.2.5 1.17 3.39 8 0.907 

M8.3.1 Excluded: Cigar/cigarette use initiation for intervention phase 
 

-3409.30 135 0.84 M6.1 vs M8.3.1 3.17 0.33 1 0.565 

M8.3.2 Excluded: Drug use initiation for intervention phase 
 

-3412.34 135 0.82 M6.1 vs M8.3.2 5.54 1.29 1 0.257 

M8.3.3 Excluded: 30-day wine/wine cooler use for intervention 

phase 

 
-3412.36 135 0.83 M6.1 vs M8.3.3 3.88 1.85 1 0.174 

M8.3.4 Excluded: 30-day cigar use for intervention phase 
 

-3412.96 135 0.82 M6.1 vs M8.3.4 4.66 1.80 1 0.180 

M8.3.5 Excluded: 30-day cigarette use for intervention phase 
 

-3411.73 135 0.86 M6.1 vs M8.3.5 0.35 16.74 1 0.000 

M8.3.6 Excluded: 30-day cannabis use for intervention phase 
 

-3430.79 132 0.84 M6.1 vs M8.3.6 1.29 34.09 4 0.000 

Step 4: Comparing models with and without additional sources of DIF for all four covariates 

M9.1 Excluded: 30-day liquor use for sex & timing of waves 
 

-3415.86 133 0.81 M6.1 vs M9.1 2.59 5.47 3 0.140 

M9.2 Excluded: 30-day wine/wine cooler use for sex & 

intervention phase 

 
-3411.96 131 0.84 M6.1 vs M9.2 1.20 5.32 5 0.378 



 

 

175 

Model Description BIC LL Npar SCF Comparison cf LRTS df p 

M9.3 Excluded: 30-day wine/wine cooler use for sex, grade & 

intervention phase 

 
-3417.30 123 0.83 M6.1 vs M9.3 1.11 15.31 13 0.288 

M9.4 Excluded: 30-day cigarette use for grade & timing of waves 
 

-3417.79 126 0.83 M6.1 vs M9.4 1.12 16.04 10 0.098 

M9.5 Excluded: Drug use initiation for sex & intervention phase 
 

-3415.19 131 0.84 M6.1 vs M9.5 1.17 10.94 5 0.053 

M9.6 Excluded: 30-day wine/wine cooler use for sex, grade, & 

intervention phase; 30-day liquor use  

 
-3418.39 120 0.84 M6.1 vs M9.6 0.93 20.57 16 0.196 

M9.7 Excluded: 30-day wine/wine cooler use for sex, grade, & 

intervention phase; 30-day liquor use for sex & timing of 

waves; Drug use initiation for sex & intervention phase 

 
-3424.83 115 0.84 M6.1 vs M9.7 0.95 33.75 21 0.038 

M9.8 Excluded: 30-day wine/wine cooler use for sex, grade, & 

intervention phase; 30-day liquor use for sex & timing of 

waves; 30-day cigarette use for grade & timing of waves 

 
-3422.73 110 0.86 M6.1 vs M9.8 0.82 34.10 26 0.133 

M9.9 Excluded: 30-day wine/wine cooler use for sex, grade, & 

intervention phase; 30-day liquor use for sex & timing of 

waves; 30-day cigarette use for grade & timing of waves; 

Cigar/cigarette use initiation for intervention phase 

 
-3423.35 109 0.86 M6.1 vs M9.9 0.83 35.16 27 0.135 

M9.10 Excluded: 30-day wine/wine cooler use for sex, grade, & 

intervention phase; 30-day liquor use for sex & timing of 

waves; 30-day cigarette use for grade & timing of waves; 

Cigar/cigarette use initiation for intervention phase; 30-day 

been drunk for sex 

 
-3424.64 108 0.86 M6.1 vs M9.10 0.83 38.26 28 0.094 

M9.11 Excluded: 30-day wine/wine cooler use for sex, grade, & 

intervention phase; 30-day liquor use for sex & timing of 

waves; 30-day cigarette use for grade & timing of waves; 

Cigar/cigarette use initiation for intervention phase; 30-day 

been drunk for sex; 30-day cigar use for intervention phase 

 
-3426.35 107 0.87 M6.1 vs M9.11 0.79 44.72 29 0.031 

M9.12 Excluded: 30-day wine/wine cooler use for sex, grade, & 

intervention phase; 30-day liquor use for sex & timing of 

waves; 30-day cigarette use for grade & timing of waves; 

Cigar/cigarette use initiation for intervention phase; 30-day 

been drunk for sex; Alcohol use initiation for timing of 

waves 

 
-3426.60 106 0.86 M6.1 vs M9.12 0.84 42.23 30 0.068 

M9.13 Excluded: 30-day wine/wine cooler use for sex, grade, & 

intervention phase; 30-day liquor use for sex & timing of 

waves; 30-day cigarette use for grade & timing of waves; 

Cigar/cigarette use initiation for intervention phase; 30-day 

been drunk for sex; Alcohol use initiation for timing of 

waves; 30-day beer use for sex 

 
-3431.74 105 0.85 M6.1 vs M9.13 0.86 53.54 31 0.007 
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Model Description BIC LL Npar SCF Comparison cf LRTS df p 

M9.14 Excluded: 30-day wine/wine cooler use for sex, grade, & 

intervention phase; 30-day liquor use for sex & timing of 

waves; 30-day cigarette use for grade & timing of waves; 

Cigar/cigarette use initiation for intervention phase; 30-day 

been drunk for sex; Alcohol use initiation for timing of 

waves; 30-day illicit drug use for timing of waves 

 
-3428.33 104 0.87 M6.1 vs M9.14 0.78 50.04 32 0.022 

Step 5: Final combined DIF model 

M10.0 DIF by  

Sex: 30-day beer & cigarette use (uniform); drug use 

initiation & 30-day inhalant use (nonuniform) 

Intervention phase: Drug use initiation & 30-day 

cigarette & cigar use (uniform); 30-day cannabis use 

(nonuniform) 

Grade: 30-day cannabis use (uniform); 30-day been 

drunk (nonuniform) 

Timing of waves: 30-day illicit drug use (uniform); 30-day 

been drunk (nonuniform) 

7633.37 -3426.60 106 0.86 M6.1 vs M10.0 0.84 42.23 30 0.068 

Note. DIF = differential item functioning, LL = maximum log likelihood, Npar = number of free parameters in the model, SCF = scaling factor, df = degrees 

of freedom, CF = correction factor, LRTS = likelihood ratio test statistic, = multiple indicator multiple cause model. P-values for significant comparisons and rows 

for the final model are bolded.  
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Appendix C 

Table C1. 

Odds Ratios and Confidence Intervals for the Interactive Effects of Each Covariate by Covariate-Adjusted Delinquent Behavior on 

Subgroup Transitions  

Delinquent 

Behavior by 

Wave 1 

Subgroups 

Wave 2 Subgroups 

  Poly Use Initiation Alcohol Use Non-Use 

 Moderation Model: Sex 

Male vs Female  

 Poly Use 1.00 (1.00, 1.00) 0.19 (0.02, 1.63) 0.14 (0.00, 5.31) a (0.00, a) 

 Initiation a (0.00, a) 1.00 (1.00, 1.00) 0.06 (0.00, 190.89) 0.06 (0.00, 190.89) 

 Alc Use 1.20 (0.00, 9613.38) 0.00 (0.00, 0.00) 1.00 (1.00, 1.00) 0.18 (0.00, 184.67) 

 Non-Use 3.51 (0.21, 59.31) 0.24 (0.01, 8.09) 7.90 (0.26, 238.39) 1.00 (1.00, 1.00) 

 Moderation Model: Grade 

Grade 7 vs Grade 6  

 Poly Use 1.00 (1.00, 1.00) 1.98 (0.00, 891.08) 0.01 (0.00, 48.98) 0.00 (0.00, 0.00) 

 Initiation 6.36 (0.12, 330.28) 1.00 (1.00, 1.00) 0.00 (0.00, 0.00) 0.00 (0.00, 0.00) 

 Alc Use 0.00 (0.00, 0.00) 0.00 (0.00, 0.00) 1.00 (1.00, 1.00) 0.49 (0.01, 45.99) 

 Non-Use 60.71 (1.16, 3185.32) 0.00 (0.00, a) 5.49 (0.11, 270.53) 1.00 (1.00, 1.00) 

Grade 8 vs Grade 6  

 Poly Use 1.00 (1.00, 1.00) 1.08 (0.01, 230.45) 0.00 (0.00, 171.54) a (0.00, a) 

 Initiation 2.51 (0.03, 249.01) 1.00 (1.00, 1.00) a (0.00, a) a (0.00, a) 

 Alc Use a (0.00, a) 0.00 (0.00, a) 1.00 (1.00, 1.00) a (0.00, a) 

 Non-Use 0.00 (0.00, 0.00) 27.98 (0.01, a) 0.01 (0.00, a) 1.00 (1.00, 1.00) 

  Moderation Model: Timing of Waves 

Winter/Spring vs Fall/Winter  

 Poly Use 1.00 (1.00, 1.00) 0.94 (0.03, 31.18) 0.00 (0.00, a) 0.00 (0.00, 0.00) 

 Initiation 0.02 (0.00, a) 1.00 (1.00, 1.00) 27.67 (0.00, a) 27.67 (0.00, a) 

 Alc Use 0.00 (0.00, 0.00) 0.00 (0.00, 0.00) 1.00 (1.00, 1.00) 0.00 (0.00, 0.00) 

 Non-Use 4.39 (0.01, 3124.48) 1.79 (0.06, 52.60) 0.30 (0.00, 23.96) 1.00 (1.00, 1.00) 

Spring/Summer vs Fall/Winter  

 Poly Use 1.00 (1.00, 1.00) 1.17 (0.12, 11.34) 0.78 (0.00, 312.53) a (a, a) 
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Delinquent 

Behavior by 

Wave 1 

Subgroups 

Wave 2 Subgroups 

  Poly Use Initiation Alcohol Use Non-Use 

 Initiation 0.09 (0.00, 14.87) 1.00 (1.00, 1.00) 9.11 (0.00, a) 9.11 (0.00, a) 

 Alc Use 0.00 (0.00, 0.00) a (0.00, a) 1.00 (1.00, 1.00) 0.15 (0.00, 502.55) 

 Non-Use 1.21 (0.00, 673.73) 1.04 (0.01, 73.63) 0.33 (0.00, 28.14) 1.00 (1.00, 1.00) 

  Moderation Model: Intervention Phase  

Active vs Inactive     

 Poly Use 1.00 (1.00, 1.00) 3.56 (0.16, 77.37) 0.01 (0.00, 206.66) 0.00 (0.00, 0.00) 

 Initiation 0.02 (0.00, 10.80) 1.00 (1.00, 1.00) 0.00 (0.00, a) 0.00 (0.00, a) 

 Alc Use 0.29 (0.00, 746.64) a (a, a) 1.00 (1.00, 1.00) 0.89 (0.00, 187.67) 

 Non-Use 0.52 (0.00, a) 0.07 (0.00, 4.82) 0.69 (0.02, 22.65) 1.00 (1.00, 1.00) 

Note. 95% Confidence Intervals. Poly Use = Polysubstance Use, Alc Use = Alcohol Use. Separate models examined moderating effects of dummy-coded 

variables for sex, grade, timing of waves, and intervention phase. Bolded values indicate significant effects based on the 95% CI. 
a Values were too large to be estimated by Mplus due to empty cells in the joint distribution of the latent class variable and the categorical predictor 

variable 
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Table C2. 

Odds Ratios and Confidence Intervals for the Interactive Effects of Each Covariate by Covariate-Adjusted Physical Aggression on 

Subgroup Transitions  

Physical 

Aggression by 

Wave 1 

Subgroups 

Wave 2 Subgroups 

  Poly Use Initiation Alcohol Use Non-Use 

 Moderation Model: Sex 

Male vs Female  

 Poly Use 1.00 (1.00, 1.00) 0.43 (0.03, 6.15) 0.14 (0.00, 42.68) a (a, a) 

 Initiation 2.85 (0.11, 70.90) 1.00 (1.00, 1.00) 0.85 (0.01, 63.23) 0.85 (0.01, 63.23) 

 Alc Use 23.13 (0.00, a) 0.00 (0.00, a) 1.00 (1.00, 1.00) 1.42 (0.01, 159.13) 

 Non-Use 0.57 (0.13, 2.47) 1.44 (0.03, 78.50) 7.08 (0.05, 1046.69) 1.00 (1.00, 1.00) 

 Moderation Model: Grade 

Grade 7 vs Grade 6  

 Poly Use 1.00 (1.00, 1.00) 0.00 (0.00, a) 0.00 (0.00, a) a (a, a) 

 Initiation 2.59 (0.02, 342.12) 1.00 (1.00, 1.00) a (a, a) a (a, a) 

 Alc Use 0.01 (0.00, 3055.83) a (a, a) 1.00 (1.00, 1.00) 3.03 (0.00, 1906.31) 

 Non-Use 3.81 (0.74, 19.55) 0.11 (0.00, 2818.62) 1.29 (0.07, 24.84) 1.00 (1.00, 1.00) 

Grade 8 vs Grade 6  

 Poly Use 1.00 (1.00, 1.00) 0.00 (0.00, a) 0.00 (0.00, a) 0.00 (0.00, a) 

 Initiation 7.91 (0.07, 953.66) 1.00 (1.00, 1.00) a (0.00, a) a (0.00, a) 

 Alc Use 377.40 (0.02, a) a (a, a) 1.00 (1.00, 1.00) 9.20 (0.00, a) 

 Non-Use 0.77 (0.07, 9.05) 1.44 (0.00, 8094.68) 0.00 (0.00, 0.00) 1.00 (1.00, 1.00) 

  Moderation Model: Timing of Waves 

Winter/Spring vs Fall/Winter  

 Poly Use 1.00 (1.00, 1.00) 1.44 (0.02, 110.18) 829.97 (0.00, a) a (a, a) 

 Initiation 9.84 (0.41, 235.44) 1.00 (1.00, 1.00) 2.76 (0.06, 129.96) 2.76 (0.06, 129.96) 

 Alc Use 0.11 (0.00, 3631.74) a (a, a) 1.00 (1.00, 1.00) a (0.00, a) 

 Non-Use 2.01 (0.45, 8.98) 0.70 (0.07, 7.26) 0.29 (0.00, 1092.79) 1.00 (1.00, 1.00) 

Spring/Summer vs Fall/Winter  

 Poly Use 1.00 (1.00, 1.00) 3.20 (0.08, 125.77) 605.21 (0.00, a) 0.00 (0.00, a) 

 Initiation 0.89 (0.03, 23.69) 1.00 (1.00, 1.00) a (0.00, a) a (0.00, a) 

 Alc Use 0.00 (0.00, a) a (a, a) 1.00 (1.00, 1.00) 244.14 (0.01, a) 
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Physical 

Aggression by 

Wave 1 

Subgroups 

Wave 2 Subgroups 

  Poly Use Initiation Alcohol Use Non-Use 

 Non-Use 6.32 (1.32, 30.32) 0.00 (0.00, a) 2.02 (0.00, 6635.25) 1.00 (1.00, 1.00) 

  Moderation Model: Intervention Phase  

Active vs Inactive Intervention     

 Poly Use 1.00 (1.00, 1.00) 0.50 (0.02, 13.92) 0.13 (0.00, 4.27) 0.00 (0.00, a) 

 Initiation 0.65 (0.04, 10.59) 1.00 (1.00, 1.00) 0.07 (0.00, a) 0.07 (0.00, a) 

 Alc Use 0.03 (0.00, 532.66) 0.00 (0.00, a) 1.00 (1.00, 1.00) 294.07 (0.00, a) 

 Non-Use 0.39 (0.09, 1.64) 0.18 (0.00, 10.74) 4.96 (0.01, 2050.57) 1.00 (1.00, 1.00) 

Note. 95% Confidence Intervals. Poly Use = Polysubstance Use, Alc Use = Alcohol Use. Separate models examined moderating effects of dummy-coded 

variables for sex, grade, timing of waves, and intervention phase. Bolded values indicate significant effects based on the 95% CI.  
a Values were too large to be estimated by Mplus due to empty cells in the joint distribution of the latent class variable and the categorical predictor 

variable.
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