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Abstract

This thesis investigates the application of Few-Shot Learning (FSL) using Model-

Agnostic Meta-Learning (MAML) to enhance Named Entity Recognition (NER)

within the domain of Natural Language Processing (NLP), specifically focusing on

chemical datasets. The primary challenge addressed is the impracticality of relying

on extensive annotated datasets, especially in specialized fields like chemistry. The

research primarily explores the concept of Few-Shot Learning, aiming to train mod-

els on minimal data while maintaining performance across diverse tasks. It delves

into the N-way K-shot methodology, where ”N” represents the number of classes

and ”K” signifies the number of examples per class. This approach is further inves-

tigated through the MAML method, a meta-learning strategy enabling models to

quickly adapt to new tasks using only a few training examples. Key contributions

of the thesis include the development of a comprehensive methodological frame-

work employing MAML for NER tasks within the chemical context, demonstrated

through experiments conducted on the ChEMU dataset. The challenges associated

with applying FSL in NER are systematically presented, and an innovative solution

is proposed through the adoption of the MAML method. The findings suggest that

while FSL may not consistently outperform traditional models with large datasets,

it offers a compelling alternative in scenarios where data is limited. This has signifi-

cant implications for future research in NLP applications, particularly in specialized

domains like chemistry.

Keywords: BERT, NLP, Few shot Learning, MAML, BiLSTM
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Chapter 1

Introduction

Named Entity Recognition (NER) is a fundamental task in Natural Language Pro-

cessing (NLP) that involves identifying and classifying named entities within text.

Named entities are specific pieces of information that are referred to by proper

names, such as the names of people, organizations, locations, dates, quantities, and

monetary values. The primary goal of NER is to accurately identify and classify

these named entities into predefined categories. This task is crucial for various

NLP applications, including information retrieval, document summarization, ques-

tion answering, and sentiment analysis. However, NER poses several challenges due

to the ambiguity and variability of natural language, as well as the diverse types and

contexts of named entities. As a result, developing effective NER models requires

sophisticated algorithms and techniques that can accurately identify named entities

across different languages, domains, and textual genres.

Transitioning from the broader challenges of NER, this work focuses on address-

ing the specific difficulties encountered in analyzing chemical datasets. Chemical

data, characterized by its complexity and specificity, often suffers from a scarcity

of labeled examples, posing significant challenges for conventional machine learning

techniques.

In response to these challenges, we propose a modern approach that integrates

Few-Shot Learning (FSL) with the Model-Agnostic Meta-Learning (MAML) algo-

rithm. By leveraging FSL and MAML, our model demonstrates the capability to
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rapidly adapt to new tasks with minimal data, thereby reducing dependency on

extensive annotated datasets. This approach not only enhances the generalization

ability of the model across different chemical tasks but also opens avenues for more

efficient utilization of available data.

Furthermore, our work contributes to the broader landscape of machine learning

in chemistry by providing insights into the potential applications of FSL and MAML

in addressing data scarcity challenges. Through rigorous evaluation and experimen-

tation, we aim to not only advance the field of NER in specialized domains such as

chemistry but also facilitate the broader application of machine learning techniques

in addressing real-world problems.

The thesis is organized as follows. First, we discuss the background and related

work. Second, we present our proposed method including the dataset and evaluation

methodology. Third, we discuss our experimental results and conclusions. Fourth,

we discuss our future work. Lastly, we describe our contributions.
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Chapter 2

Related Work

The few-shot learning problem, integral to adapting machine learning models to new

tasks or domains with minimal labeled examples, is commonly conceptualized as an

N-way K-shot problem. Each task comprises N classes, with K examples of each

class forming the support set used for model training, while performance is evalu-

ated on a separate query set. In the realm of natural language processing (NLP),

various methodologies have been employed to tackle the few-shot learning chal-

lenge, with meta-learning and data augmentation emerging as the main strategies.

Meta-learning approaches for NLP encompass metric-based, optimization-based,

and hybrid methods, as delineated in a comprehensive survey paper by Parnami

et al. [16] Metric-based and optimization-based techniques have been recognized

and explored since 2018, whereas the hybrid approach, which integrates elements

of both, has recently gained attention through literature review. To provide clarity,

Figure 2.1 illustrates the timeline of these methodologies, categorizing metric-based,

optimization-based, and hybrid approaches separately from meta-learning, despite

their conceptual overlap. Conversely, data augmentation for few-shot learning is a

comparatively nascent area, making its debut in 2022.

3



Figure 2.1: Timeline of different few-shot learning methodologies in NLP

Meta-learning, a subtype of few-shot learning, revolves around the concept of

’learning to learn.’ In this paradigm, a meta-learner is tasked with discovering

or learning the optimal learning algorithms, known as learners, for various tasks.

Each task within the meta-learning framework comprises a support set containing

k examples, used for training the learner, and a query set employed to evaluate the

performance of the model on unseen data. On the other hand, data augmentation

involves the manipulation or generation of data to expand the existing dataset,

thereby enhancing the model’s ability to generalize across diverse instances. While

data augmentation has been a well-established practice in machine learning, its

application to few-shot learning in NLP is relatively new, with only a handful of

papers published in 2022 and 2023.

In the following subsections, we delve into each of these few-shot learning meth-

ods in more detail, examining their underlying principles, methodologies, and appli-

cations in the context of Natural Language Processing.

2.1 Meta-learning

In general, metric-based approaches in few-shot learning aim to leverage the dis-

tance between vector representations of input data for classification. This category

encompasses various methodologies, including Matching Networks [18], Siamese Net-

works [10], and Prototypical Networks [17], which exploit similarities or dissimilari-
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ties between samples to make predictions.

On the other hand, optimization-based approaches focus on learning the optimal

parameters for adapting to new tasks quickly. Notable examples in the realm of NLP

include Model Agnostic Meta-Learning (MAML) [6], LEOPARD [1], and REPTILE

[14], with MAML being a prominent representative of this approach. These meth-

ods aim to anticipate and adjust model parameters in a way that facilitates rapid

adaptation to new tasks.

Hybrid approaches, as the name suggests, integrate elements of both metric-

based and optimization-based techniques. While fewer in number compared to

the other two methods, hybrid approaches represent a promising avenue for meta-

learning in NLP. Although there are no seminal examples, this thesis will delve into

some of these hybrid approaches in greater detail in subsequent sections, exploring

their potential and effectiveness in few-shot learning scenarios.

Finally, data augmentation methods play a crucial role in alleviating the scarcity

of labeled data by manipulating existing data or generating synthetic data samples.

While the concept of data augmentation is well-established in machine learning, its

application to few-shot learning in NLP is still in its infancy, with limited research

and no widely recognized benchmarks or methodologies.

2.1.1 Metric-based

In the realm of few-shot learning, metric-based approaches offer a diverse array of

methodologies aimed at leveraging the similarities or dissimilarities between sam-

ples for classification. We identified several papers that utilize different metric-based

methods, including Matching Networks [18], Siamese Neural Networks [10], Struc-

tured Nearest Neighbor techniques, and Prototypical Networks [17]. While each

method varies in its implementation, they all share the fundamental principle of

relying on effective representation learning for accurate classification.

Matching Networks [18] employ two embedding functions and an attention mech-

anism to determine the ’closest’ class for a given query instance. This attention

5



mechanism computes the softmax of the cosine similarity between the query in-

stance embedding and the class embedding representations generated from the sup-

port set examples. Yu et al. [20] further enhance Matching Networks by introducing

a task clustering method, allowing for different Matching Network setups within

each cluster.

Siamese Neural Networks, introduced by Koch et al. (2015), utilize twin networks

that compute the similarity between outer-level feature representations of different

inputs. Oniani et al. [15] adapt this approach for clinical NLP tasks, demonstrating

its effectiveness in few-shot learning scenarios.

Yang, et al. [19] propose a structured nearest neighbor approach, where the

class of the closest instance in vector space from the support set is assigned to the

query instance. This structured approach incorporates additional information from

a Conditional Random Field (CRF), ensuring generalizability across various tasks.

Prototypical Networks [17] generate prototypes or average embedding representa-

tions for each class, which are then compared against the embedding representation

of each instance in the query set. Various distance metrics can be utilized for this

comparison. Fritzler et al. (2018) apply Prototypical Networks to Named Entity

Recognition tasks, employing the Euclidean squared distance for comparison.

2.1.2 Optimization-based

Optimization-based approaches to few-shot learning predominantly rely on the Model-

Agnostic Meta-Learning (MAML) framework [6], which serves as the cornerstone of

this methodological category. MAML operates by leveraging the negative gradient

of a loss function, where the gradient represents the direction of steepest increase

and its negation signifies the direction of steepest decrease. Initially, MAML initial-

izes model parameters randomly and then performs gradient steps, adjusting these

parameters based on the support set of each training task. Subsequently, it com-

putes the gradients of the losses of these adapted parameters on the query set and

aggregates them to update the original parameters.
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One notable extension of MAML is LEOPARD [11], which introduces task-

specific layers alongside task-agnostic layers. LEOPARD’s distinguishing feature is

its inclusion of a task-specific softmax layer, allowing for varying numbers of classes

per task—a departure from MAML’s uniform class structure. Notably, LEOPARD

has been specifically tailored for NLP tasks, making it an ideal choice for few-shot

learning in this domain.

Several studies have adopted LEOPARD for NLP tasks, leveraging its capabili-

ties for effective few-shot learning. For instance, Bansal et al. [2] utilize LEOPARD

in a self-supervised setting, where tasks are generated from the English Wikipedia

dump. Additionally, they partition the original Named Entity Recognition (NER)

dataset into multiple tasks, further showcasing the versatility and applicability of

LEOPARD in various NLP scenarios.

2.1.3 Hybrid

Hybrid approaches to few-shot learning represent a fusion of metric-based and

optimization-based techniques, leveraging the strengths of both methodologies to

enhance model performance. In our review, we encountered two papers that ex-

emplify this hybrid approach, both of which utilize Prototypical Networks [17] in

combination with variations of the Model-Agnostic Meta-Learning (MAML) frame-

work [6].

The first paper [12] adopts a hybrid strategy for Named Entity Recognition

(NER) by decomposing the task into two subtasks: span detection and entity typing.

For span detection, they employ First-Order MAML (FOMAML), a computation-

ally efficient approximation of MAML that significantly reduces the computational

overhead associated with second-order derivatives. Meanwhile, for entity typing,

which involves labeling entity spans within text, they employ a combination of Pro-

totypical Networks and FOMAML. Specifically, they use regular gradient descent in

an inner loop to obtain copies of the embedding function parameters for each task,

which are then aggregated in a FOMAML manner to update the original embedding
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function parameters.

The second paper[4] adopts a similar hybrid approach but with the REPTILE

algorithm (Nichol et al., 2018), another first-order approximation for MAML. One

notable advantage of REPTILE is its ability to dispense with the need for dividing

data into support and query sets during the meta-learning phase. Leveraging this

characteristic, the authors introduce the ProtoREPTILE algorithm, which utilizes

the support set solely for creating representations and employs the query set alone

for the optimization-based approach. This streamlined approach demonstrates the

versatility and effectiveness of hybrid methodologies in few-shot learning scenarios.

2.2 Data Augmentation

Data augmentation, a novel approach in the realm of few-shot learning in NLP, in-

volves the manipulation or generation of data to enrich existing datasets. Despite its

recent emergence, this category has garnered attention, with only a limited number

of papers published in 2022 and 2023.

Chen et al. [3] proposed a data augmentation method that involves replacing

entities in sentences with adjacent terms sourced from biomedical Unified Medical

Language System (UMLS) knowledge graphs. They subsequently treat the Named

Entity Recognition (NER) problem as a Question Answering (QA) task, leveraging

a pretrained BioBERT model. This approach preserves the labels of the original

data while augmenting the dataset with semantically similar instances.

In contrast, FlipDA [21] explored a different approach to data augmentation by

observing that flipping the labels of sentences can improve performance on Super-

GLUE tasks using large pretrained models. Unlike the approach by Chen et al.

[3], FlipDA alters the labels of sentences during data augmentation. They achieve

this by incorporating techniques such as word addition, deletion, or substitution,

along with label flipping. For data generation, FlipDA utilizes T5, a text-to-text

transformer model, to mask certain words, which are then replaced with T5’s output

when the label is flipped.
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While both approaches aim to augment limited data to provide more examples

for model training, they differ in their treatment of labels — Chen et al. [3] preserve

labels, whereas FlipDA ([21] changes labels. These contrasting methodologies high-

light the versatility of data augmentation techniques in addressing the challenges of

few-shot learning in NLP.

2.3 Tasks

Table 2.1 presents a comparison of different approaches applied to various Natu-

ral Language Processing (NLP) tasks. The ”NLP Tasks” column lists specific NLP

tasks such as Sentiment Classification, Intent Classification, Named Entity Recogni-

tion (NER), Entity Typing, Task Classification, Natural Language Inference (NLI),

Question Answering (QA), Textual Entailment, Coreference Resolution, Word-Sense

Disambiguation (WSD), and Text Classification. The ”Metric”, ”Optimization”,

”Hybrid”, and ”Data” columns represent different approaches applied to each NLP

task. Entries in these columns correspond to references (citations) of papers or

studies that utilized the respective approach for the corresponding task.

Overall, the table shows that multiple approaches are applied to different NLP

tasks, with variations depending on the nature of the task and the requirements of

the application. Some tasks have multiple approaches applied to them, while others

have only one or none. There is a slight overlap between metric and optimization-

based approaches in tasks such as Sentiment Classification, indicating that different

methodologies have been explored for addressing similar tasks. Data augmentation

approaches, represented in the ”Data” column, have been a subset of tasks includ-

ing QA, Textual Entailment, Coreference Resolution, and WSD, as shown by the

presence of citations in these rows.
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Table 2.1: Comparison of Applications

NLP Tasks Metric Optimization Hybrid Data

Sentiment [20] [1][2]

Intent [20]

NER [15][19][7] [11] [4][12] [3]

Entity Typing [2][1][12]

Task Classification [1][2]

NLI [1][2]

QA [21]

Textual Entailment [21]

Coref. Resolution [21]

WSD [21]

Text Classification [20]

2.4 Discussion

The exploration of few-shot learning in the NLP domain reveals two main cate-

gories: meta-learning and data augmentation. Within meta-learning, three primary

approaches emerge: metric-based, optimization-based, and hybrid. Metric-based

approaches encompass Prototypical Networks, Siamese Networks, Matching Net-

works, and Nearest Neighbor techniques. On the other hand, optimization-based

approaches, particularly focused on NER and NLP tasks, show a preference for

LEOPARD, a method based on the Model-Agnostic Meta-Learning (MAML) frame-

work. Notably, hybrid approaches combine MAML approximations with Prototyp-

ical Networks, indicating a convergence of methodologies in addressing few-shot

learning challenges.

However, the current literature predominantly emphasizes general domain ap-

plications over specialized domains, despite the potential benefits few-shot learning

could offer in specialized contexts. Moreover, while there is considerable research

attention on general NLP tasks such as Sentiment Classification and Question An-
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swering, there is a notable lack of systems specifically tailored for Named Entity

Recognition (NER).

Further exploration is warranted in several areas. Firstly, while hybrid meth-

ods predominantly focus on Prototypical Networks, investigating the applicability

of other metric-based approaches could yield valuable insights. Secondly, empir-

ical evidence suggests that increasing the number of shots or examples improves

performance in meta-learning tasks, prompting consideration for integrating data

augmentation techniques to enhance meta-learning effectiveness. Although lim-

ited literature exists on the combination of meta-learning with data augmentation,

promising avenues are evident, as demonstrated by a recent paper [13] that utilized

both techniques. This interdisciplinary approach presents a promising direction for

future research in optimizing few-shot learning performance.

11



Chapter 3

Methodology

3.1 Research Goals and Experimental Design

In our review of the literature, we’ve identified a significant gap in research concern-

ing the application of few-shot learning techniques for Named Entity Recognition

(NER) within the chemical domain. Existing studies primarily focus on well-defined

English entities, overlooking the challenges posed by limited labeled data and the

need for rapid adaptation to new entity types and contexts specific to chemistry.

To address this gap, we aim to leverage Model-Agnostic Meta-Learning (MAML) to

enhance NER performance in scenarios with sparse annotations and diverse entity

distributions within the chemical domain.

Research Question #1: How do varying shot sizes impact the perfor-

mance and adaptability of MAML-based NER models in handling limited

data scenarios? To answer this question, we propose a comprehensive experimen-

tal study aimed at gaining insights into the behavior of MAML-based NER models

across various experimental settings. Our study systematically investigates the im-

pact of varying shot sizes and task distributions on the performance of MAML-based

NER models. By exploring the behavior of these models under diverse experimen-

tal conditions, we aim to assess their scalability and adaptability to different data

regimes. Specifically, we will vary the shot sizes, ranging from very few examples

per class to larger support sets, to understand how the model’s performance is af-
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fected by the availability of training data. Additionally, we will analyze different

task distributions to evaluate the model’s flexibility across varied contexts, such as

the CHEMU dataset, which encompasses distinct entity types within the chemical

domain. Through this focused analysis, we seek to gain valuable insights into the

behavior of MAML-based NER models and their suitability for handling limited

data scenarios in real-world applications.

Research Question #2: How transferable are the learned represen-

tations and adaptation strategies acquired by MAML-based NER mod-

els across closely related and distinct entity types within the chemical

domain? To answer this question, we propose to evaluate the transferability of

MAML-based NER models by testing their performance on closely related entity

types within the chemical domain, such as compound names and reaction steps, as

well as distinct entity types, such as reaction products. Specifically, we will assess

the effectiveness of the learned representations and adaptation strategies acquired

through MAML training when applied to the extraction of these chemically related

entities, which may exhibit overlapping or interconnected characteristics. This eval-

uation will provide valuable insights into the transferability of the learned represen-

tations and adaptation strategies, shedding light on the generalization capabilities

of MAML-based NER models across closely related and distinct entity types within

the chemical domain.

3.2 Named Entity Recognition System

Our base NER system leverages Bidirectional Encoder Representations from Trans-

formers (BERT) to generate contextualized embedding representations, which are

then passed into Bidirectional Long Short-Term Memory units (biLSTMs).

BERT is a pretrained model trained on a large corpus for tasks such as masked

language modeling and next sentence prediction. Devlin et al. [5] demonstrated that

fine-tuning BERT for specific NLP tasks, including NER, by adding a classification

layer yields effective performance.
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Long Short-Term Memory units (LSTMs), introduced by Huang et al.[9],

are a form of recurrent neural networks known for their ability to capture long-

range dependencies in sequential data. LSTMs incorporate both current and past

states as input, allowing them to establish connections between past observations,

such as words in a sentence, and learn dependencies over extended distances. Their

gating mechanism enables them to regulate the flow of information, deciding which

information to retain and pass on to subsequent components, thus facilitating the

extraction of relevant features.

In our architecture, bidirectional LSTMs process data in both forward and back-

ward directions through two separate hidden layers, which are then merged and fed

into a common output layer. This bidirectional processing enables the model to cap-

ture contextual information from both preceding and succeeding tokens in the input

sequence, enhancing its understanding of the overall context. Finally, we apply a

softmax layer to the output of the biLSTM to compute the final class probability

for each token in the sequence.

For a visual representation of our system architecture, refer to Figure 3.1, which

provides a high-level overview of the complete system.

Figure 3.1: Basic Named Entity Recognition System Diagram
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This NERModel is a neural network for NER specifically tailored for the CHEMU

dataset, utilizing both a pre trained BERT model and a BiLSTM layer followed by

a linear layer. Here’s a breakdown of the model components and their roles:

BERT Model Initialization: The model uses BertModel from pretrained(bert

base uncased) to load a pre trained BERT model with the base-uncased configu-

ration. This part of the model serves as the feature extractor, converting input

text into a sequence of contextual embeddings. Each token of the input text is

represented by a 768-dimensional vector.

Dropout Layer: A dropout layer with a dropout rate of 0.1 is applied to the output

of the BERT model. This is a regularization technique used to prevent overfitting by

randomly setting a fraction of the input units to 0 at each update during training.

BiLSTM Layer: Following the dropout layer, the model employs a bidirectional

LSTM (BiLSTM) with two layers (number of layers = 2). Each direction of the

LSTM has a hidden size of 100, making the total output for each time step 200

(100 for each direction). The BiLSTM processes the sequence output from BERT,

capturing dependencies in both forward and backward directions along the sequence.

This is particularly useful in NER to utilize both past and future context.

Linear Layer: The final component is a linear layer that maps the 200 dimensional

output from the BiLSTM to the number of unique labels (num labels) in the NER

task. This layer generates logits for each label, which can be interpreted as raw,

unnormalized scores for each label class.

Forward Method: The forward method defines how the data flows through the

model. It takes input ids and attention mask as inputs, which are standard inputs

for BERT models to handle tokenized text and ignore padding respectively. The

method proceeds by passing inputs through the BERT model, applying dropout to

the BERT output, processing it through the BiLSTM, and finally generating logits

with the linear layer. These logits are typically passed through a softmax function

during training or inference to obtain probability distributions over the label classes.
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3.3 Few shot learning Framework

In this work, we have developed a Model-Agnostic Meta-Learning (MAML) frame-

work to explore few-shot learning for Named Entity Recognition (NER). MAML,

introduced by Finn et al., is a meta-learning algorithm designed to enable models

to quickly adapt to new tasks with minimal data, offering a promising solution to

the data-intensive nature of NER models.

The MAML framework consists of three distinct phases: meta-training, meta-

testing, and meta-development, which are not depicted in the diagram. Each phase

encompasses unique tasks with non-overlapping support sets containing k shots or

examples and a query set used for adjustments to the meta-learner. In the meta-

training phase, we begin with a randomly initialized set of parameters for a gen-

eralized model, referred to as the meta-learner. Copies of the meta-learner, known

as learners, are created and trained on the support set. Subsequently, the learners

are evaluated on the query set using a loss function—in our case, Binary Cross-

Entropy Loss with the Adam optimizer. The losses across tasks are then averaged

and backpropagated through the meta-learner to update its parameters.

Similarly, in the meta-development and meta-testing phases, the same process is

applied, with the exception that there are no updates to the meta-learner. Instead,

only the learners are updated based on the support set and evaluated on the query

set for inference.

This method represents a promising strategy to overcome the limitations posed

by datasets with few labeled examples, a common scenario in specialized domains

such as chemistry. By leveraging the Few-Shot Learning paradigm through MAML,

our model aims to generalize effectively to new tasks, thereby reducing the depen-

dency on large annotated datasets and enabling more efficient utilization of available

data.

To integrate our Named Entity Recognition (NER) system described in Section

3.2, we decompose the NER task into N 2-way classification problems. For exam-

ple, if the entities of interest are ’STARTING MATERIAL,’ ’REACTION STEP,’
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and ’REACTION PRODUCT,’ we break them down into three binary classification

problems: ’STARTING MATERIAL’ versus ’not a STARTING MATERIAL,’ ’RE-

ACTION STEP’ versus ’not a REACTION STEP,’ and ’REACTION PRODUCT’

versus ’not a REACTION PRODUCT.’ This decomposition is necessary because

MAML requires multiple tasks to generalize effectively.

The authors, Finn et al. in 2017 [6], introduced a meta-learning algorithm that

is adaptable to any model trained via gradient descent, distinguishing it from other

methods. The effectiveness of their approach is demonstrated through various ex-

periments across multiple domains. These experiments show that training with a

minimal number of data points and a limited number of gradient steps can indeed

yield significant generalization on specific tasks, denoted as T (as shown in the algo-

rithm below). The algorithm is designed to identify optimal initial model parameters

that facilitate robust outcomes across a diverse set of tasks T. This is achieved by

fine-tuning the initial parameters to enhance adaptability to new tasks. This in-

novative approach is illustrated in Figure 3.2. The methodology was considered

revolutionary, providing unprecedented flexibility in meta-learning. It opened up

possibilities for generalizing across a broad spectrum of tasks, ranging from simple

linear models to complex challenges like image classification.

Figure 3.2: Image from Joshua Ball , Few-Shot Learning for Image Classification

of Common Flora, May 2021. Here we see how MAML chooses its next θ for its next

learning and adaption step in gradient descent.
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As we explained in Chapter 1, meta-learning approaches are categorized into

three types: metric-based, optimization-based, and model-based. In this section, we

will focus on the mathematical principles behind optimization-based meta-learning

methods.

Terminology: Meta-learning models undergo training using a meta-training

dataset comprising a series of tasks, denoted as T = {τ1, τ2, τ3, . . .}. These models

are then evaluated using a meta-testing dataset consisting of tasks τts. Each task τi

includes a task training set, also known as the support set Dtr
i , and a task test set,

or query set Dts
i . A common scenario in meta-learning is the N -way k-shot learning,

where the objective is to differentiate between N classes, learning with k examples

from each class.

Transfer learning (fine-tuning): Before delving into meta-learning, it is im-

portant to touch on another prevalent strategy which is transfer learning through

fine-tuning. This method involves transferring knowledge from a base model, typ-

ically trained to recognize different objects, to a more specialized task, such as

identifying specific animals like dogs or cats. The core concept here involves using

models that are pre-trained on general tasks and then fine-tuning them for specific

applications. This fine-tuning process usually entails updating a limited number of

layers within the neural network and/or adjusting to a slower learning rate to refine

the model’s performance on the new task.

In a typical fine-tuning scenario, the process begins with a set of pre-trained

parameters, θpre−tr, optimized on a pre-training dataset, Dpre−tr.

θpre-tr = θ0 − α∇L(θ,Dpre-tr)

During fine-tuning, we would then tune the parameters that minimize the loss to

training set Dtr.

θ = θpre-tr − α∇L(θ,Dtr)

The equation illustrates one gradient step, but in practice this is optimized via

multiple gradient steps.
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Figure 3.3: As an illustration, below shows the paths in the parameter space

going from the pre-trained parameter values θpre-tr toward the fine-tuned parameter

values θ.

In transfer learning via fine-tuning, the hope is that the base model have learned

the basic patterns (such as shapes, contrasts, objects in images) that fine-tuning can

more quickly and easily adopt to a new task. However, the approach is not specifi-

cally designed explicitly around learning to learn. The novel task may not overlap

with the base tasks and result in poor performance for the transfer of knowledge.

Meta-learning, on the other hand, is designed explicitly around constructing tasks

and algorithms for generalizable learning.

MAML: This is an optimization-based meta-learning approach. The idea is

that instead of finding parameters that are good for a given training dataset or on

a fine-tuned training set, we want to find optimal parameters that with fine-tuning

are generalizable to other test sets. In Algorithm 1, we present the pseudo-code for

MAML. Initially, the model is randomly initialized with parameters θ. For each task

sample, we calculate the loss, compute the gradient, and update the parameters by

subtracting it from θ multiplied by a constant α, saving the result into a separate

variable θ′. We repeat this process for each task, creating a new parameter set θi

for each. Finally, we evaluate the model with the updated parameters, compute the

gradient of the combined loss, add them up, multiply by a constant β, and subtract
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from the original θ. In essence, we duplicate the model for each task, update the

parameters, and aggregate them in the end, typically by summing up the gradients

of the loss function.

Algorithm 1 MAML Training Algorithm

Input: p(T ): distribution over tasks

Input: α, β: step size hyperparameters

1: Randomly initialize θ

2: while not done do

3: Sample batch of tasks Ti ∼ p(T )

4: for all Ti do

5: Evaluate ∇θLTi
(fθ) with respect to K examples

6: Compute adapted parameters with gradient descent: θi = θ−α∇θLTi
(fθ)

7: end for

8: Update θ ← θ − β∇θ

∑
Ti∼p(T ) LTi

(fθi)

9: end while

For one task, given a task, we will first use a support training dataset Dtr in a

fine-tuning step. The optimal parameter θ′ for Dtr for MAML, revolutionized the

field with its optimization-centric approach to meta-learning. Rather than simply

optimizing parameters for a specific training dataset or through fine-tuning alone,

MAML seeks to discover parameters that exhibit strong generalization capabilities

across various test sets. At its core, MAML operates by iteratively fine-tuning

parameters on a support training dataset, denoted as Dtr, to derive an optimal

parameter set θ′. This finely tuned parameter set is meticulously crafted to adapt

swiftly to new tasks, fostering enhanced generalization and performance.

θ′ = θ − α∇θL(θ,Dtr)

MAML goes further to evaluate the performance of the optimized parameter set θ on

a separate query test dataset, denoted as Dts, using the loss function L(θ,Dts) which

is unlike traditional fine-tuning approaches, where the process typically halts. The
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overarching objective is to refine the initial parameter θ such that it demonstrates

robust performance on the query test set post fine-tuning.

Algorithm 2 MAML

Input: p(T ): distribution over tasks

Input: α, β: step size hyperparameters

1: θ0 ← random initialization

2: for j ← 1 to J do

3: Sample a batch of I tasks randomly from p(T )

4: for i← 1 to I do

5: Di
train, D

i
test ← dataset for task Ti from Dmeta-train

6: Li
train ← L(f(Di

train, θj−1)) ▷ Get loss of learner on training data

7: θi ← θj−1 − α∇θj−1
Li

train ▷ Adapt to learner’s training loss

8: Li
test ← L(f(Di

test, θi)) ▷ Get test loss of learner on adapted parameters

9: end for

10: θj ← θj−1 − β∇θj−1

∑I
i=1 Li

test ▷ Update parameters on total test loss of

learners

11: end for

In essence, this entails updating θ through a meta-training step, optimizing it

to effectively adapt and excel across various tasks, thereby ensuring superior perfor-

mance in real-world scenarios.

θ = θ − β∇θL(θ′, Dts)

Here we need to calculate ∇θL(θ,Dts), which is the derivative of the loss function

with respect to θ. We can illustrate the paths in the parameter space as follows :
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Figure 3.4: MAML Training Architecture

An important distinction lies in the methodology employed: rather than directly

modifying θ during the fine-tuning phase, MAML gauges the trajectory towards

optimal parameters by leveraging insights gleaned from both support train and

test datasets (illustrated as paths in green), reserving the actual update of θ for the

subsequent meta-training step. Expanding beyond individual tasks, MAML extends

its reach to encompass task sets, aiming for broader generalizability across diverse

task domains. This entails conducting meta-learning iteratively across a spectrum

of tasks τ = {τ1, τ2, τ3, . . .}, thereby deriving optimal parameter sets θ′i tailored to

each task T i within the support set.

θ′i = θ − α∇L(θ,Dtr
i )

The meta-training step is:

θ = θ − β∇θ

∑
i

L(θ′i, Dts
i )

The term ∇θL(θ′i, Dts
i ) can be further expanded. Below we will omit the subscript

i, but the discussion is applicable on a per-task basis. With the chain rule, the term
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can be expressed as:

∇θL(θ′, Dts) = ∇θ′L(θ′, Dts)∇θθ
′

= ∇θ′L(θ′, Dts)∇θ(θ − α∇θL(θ,Dtr))

= ∇θ′L(θ′, Dts)(I − α∇2
θL(θ,Dtr))

We can expand on the earlier path visuals in the Figure 3.4, to include multiple

tasks since for this thesis the MAML algorithm is multiple tasks. As illustrated

in the Figure 3.5 below, the learning model aims to generalize well across tasks

during meta-training, enabling it to quickly adapt to new tasks during meta-testing

and meta-development without extensive retraining. The underlying idea behind

MAML is its ability to leverage task-specific information from the support set to

guide the parameter updates in a way that facilitates rapid adaptation to new tasks.

By learning a set of meta-parameters that enable efficient task adaptation, MAML

enables models to generalize well to new tasks with limited labeled data, making it

particularly suitable for few-shot learning scenarios like NER.

Figure 3.5: MAML Training Architecture
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3.4 Dataset

The Cheminformatics Elsevier Melbourne University (ChEMU) data set [?] com-

prises 1500 chemical snippets extracted from 170 English patent documents sourced

from both the European Patent Office and the United States Patent and Trademark

Office. Each snippet provides a detailed description of chemical reactions. Entities

in this dataset are categorized into four groups [8]: (1) chemical compounds involved

in a chemical reaction; (2) conditions under which a chemical reaction occurs; (3)

yields obtained for the final chemical product; and (4) example labels associated

with reaction specifications. These four categories are further subdivided into a

total of ten entity types. The compound category delineates five roles that a chem-

ical compound can play within a chemical reaction. Both the conditions and yield

categories include two entity types each.

Figure 3.6: Example of the CHEMU dataset

A chemical reaction step involves an action and one or more chemical compounds

upon which the action takes effect. This action is also associated with the conditions

under which it occurs and the resulting yields. Relations are established between ac-

tions (trigger words) and all the associated arguments in the reaction steps, including

chemical compounds, conditions, and yields. The ARG1 event label corresponds to

relations between a trigger word and chemical compound entities, while the ARGM

event label corresponds to relations between a trigger word and temperature, time,

or yield entities. Definitions of the entity types, trigger words, and relation types

are provided in Table 3.1. Figure 3.6 presents an example instance.

Table 3.2 shows the number of entities in the Train, Development, and Test split.
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Table 3.1: Definitions of entity types, trigger words, and relation types of

CLEF-2020 dataset [8]

Entity Type Definition

REACTION PRODUCT A product is a substance that is formed during a chemical reaction.

STARTING MATERIAL A substance that is consumed in the course of a chemical reaction providing atoms to products is

considered as starting material.

REAGENT CATALYST A reagent is a compound added to a system to cause or help with a chemical reaction. Compounds

like catalysts, bases to remove protons or acids to add protons must be also annotated with this tag.

SOLVENT A solvent is a chemical entity that dissolves a solute resulting in a solution.

OTHER COMPOUND Oth er chemical compounds that are not the products, starting materials, reagents, catalysts and solvents.

TIME The reaction time of the reaction.

TEMPERATURE The temperature of the reaction.

YIELD PERCENT Yields given in percent values.

YIELD OTHER Yields provided in other units than %.

WORKUP A manipulation required to isolate and purify the product of a chemical reaction

REACTION STEP An event that converts starting materials into a product

Arg1 The elation between an event trigger word and a chemical compound

ARGM The relation between an event trigger word and a temperature, time, or yield entity

Table 3.2: Distribution of entities across the train/test/dev split

Entity Train Dev Test

REACTION STEP 3814 422 1975

EXAMPLE LABEL 888 96 471

TIME 2084 234 1149

SOLVENT 1195 130 594

WORKUP 3058 331 1645

OTHER COMPOUND 6173 705 3331

STARTING MATERIAL 2693 282 1487

REAGENT CATALYST 1917 240 968

TEMPERATURE 2623 279 1365

REACTION PRODUCT 2973 302 1624

YIELD OTHER 2088 238 1134

YIELD PERCENT 973 110 527
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3.5 Evaluation

We evaluate our method using precision, recall, and F1 scores formally defined in

Equations 3.5.1 - 3.5.3. Precision is the ratio between correctly predicted mentions

over the total set of predicted mentions for a specific entity, recall is the ratio of

correctly predicted mentions over the actual number of mentions, and F1 is the

harmonic mean between precision and recall.

Precision =
TP

TP + FP
(3.5.1)

Recall =
TP

TP + FN
(3.5.2)

F1 Score =
2× Precision× Recall

Precision + Recall
(3.5.3)

Where:

• TP: True Positives (correctly predicted positive instances)

• FP: False Positives (incorrectly predicted positive instances)

• FN: False Negatives (incorrectly predicted negative instances)

3.6 Experimental Details

We define the neural network architecture that we are using for the NER task.

This architecture includes components from the transformers library, as well as

custom layers built using PyTorch. The system is designed for NER using a few-

shot learning approach facilitated by the MAML algorithm. The main components

include a BERT model for embedding generation, a BiLSTM network for contextual

processing, and a linear layer for entity prediction.

BERT Layer:

• Model Used: The architecture employs the ”bert-base-cased” model from Hug-

ging Face’s Transformers library. This model is a pre-trained version of BERT,

which is a transformer-based machine learning technique developed by Google.
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• Configuration: The BERT model is utilized to convert input text into contex-

tual embeddings.

• Parameter Freezing: After loading, all parameters of BERT are frozen. This

means that during training, the weights of the BERT model will not be up-

dated. Freezing is typically done to prevent overfitting on smaller datasets

or to speed up training since only the layers added on top of BERT will be

trained. However, these parameteres are not frozen for the Baseline.

Dropout Layer:

• Purpose: A dropout layer is added with a probability of 0.1 to reduce overfit-

ting by randomly setting input units to 0 during training at each step. This

helps in making the model more robust as it learns to make predictions with

a reduced set of features.

BiLSTM Layer:

• Configuration: The Bi-directional Long Short-Term Memory (BiLSTM) layer

is configured to take the 768-dimensional output from BERT as its input size.

It has 100 units per direction, making the total output from this layer 200

units wide (100 from forward pass and 100 from backward pass). The layer

uses 2 layers (number of layers=2), enhancing the model’s ability to capture

information from both past and future context within the data.

• Bidirectionality: The bidirectionality of the LSTM allows it to process data in

both forward and backward directions, capturing patterns from all available

context, which is particularly useful in sequence labeling tasks like NER.

• Purpose: This component is crucial for capturing temporal dependencies and

context in data, which enhances the model’s ability to understand the sequence

and improve entity recognition.

Linear Layer:

• Transformation: A linear transformation is applied to the LSTM output, con-

verting the 200-dimensional output to a 1-dimensional output per time step.
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This layer is typically used to map the rich feature representation learned by

the LSTM into a space where it can be converted into a probability score

indicating the likelihood of a token being part of a named entity.

Sigmoid Activation:

• Output Activation: The final layer uses a sigmoid activation function to con-

vert the logits into probabilities between 0 and 1, indicating how likely each

token is to belong to a particular entity class.

Forward Pass:

• Input Handling: The forward method of the NERModel accepts two argu-

ments: input ids and attention mask, which are standard inputs for BERT

based models.

• BERT Processing: These inputs are first passed through the BERT model,

where the model extracts contextual embeddings for each token.

• Dropout Application: The embeddings then pass through a dropout layer with

a rate of 0.1 is applied after the BERT embeddings. This layer randomly sets

input elements to zero with a frequency of 0.1 at each step during training

time, which helps prevent overfitting by providing a form of regularization

especially that the CHEMU dataset is not very large

• BiLSTM Processing: Subsequent to dropout, the embeddings are processed

by the BiLSTM layer, which considers both past and future tokens to enhance

the embeddings further.

• Linear Transformation: The BiLSTM’s output is then transformed by a linear

layer.

• Sigmoid Activation: Finally, a sigmoid function is applied to derive probabil-

ities from the logits.

MetaLearner Class: This serves as a wrapper for the NERModel. It simply

forwards the inputs through to the NERModel. This setup is typical in meta-

learning frameworks like MAML, where multiple instances of the model may be

created and manipulated during the training process.
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Meta-Learner Setup: A MetaLearner class encapsulates the NERModel, allowing

the meta-learning framework to handle training and adaptation processes. For the

adaptation and Meta-Optimization, the model undergoes, during training, a two-

level optimization process:

• Task-Specific Adaptation (Inner Loop): For each task, the model parameters

are adapted using a few annotated examples from the task’s support set. This

step involves forward and backward passes through the NER model to adjust

parameters specifically for the task.

• Meta-Optimization (Outer Loop): After adapting to individual tasks, the

model’s initial parameters are updated based on the performance across tasks.

This step uses the meta-loss computed from the query sets to adjust the ini-

tial parameters so that the model can better adapt to new tasks with minimal

training data.

Model Selection Using Minimum Loss Tracking instead of Early stopping:

Instead of employing an early stopping mechanism, the algorithm utilizes a method

to track and save the model with the lowest training loss across all epochs. This

approach involves maintaining a record of the lowest loss observed and its corre-

sponding epoch. The script checks after each epoch if the current training loss is

lower than any previously recorded loss. If it is, the script updates the record of the

minimum loss and saves the current state of the model. This method ensures that

the model with the best performance on the dev set, in terms of loss minimization,

is retained after the completion of all epochs.

Integration in NER: This model architecture is designed for high performance

in tasks requiring deep contextual understanding, such as NER, by leveraging both

pretrained embeddings and sequence modeling through LSTM. The use of a frozen

BERT model as a feature extractor combined with trainable layers on top allows for

efficient training on smaller datasets typical of few-shot learning scenarios.

Table 3.3 provides a complete overview of the hyperparameters that were used

in our system.
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Table 3.3: The MAML Parameters and Hyperparameters Used in our Implementation

Parameter Value

Epochs 100

K-Query/Split k = 100, q = 3k

Meta Learning Rate 0.001

N-Way 2-way

Update Learning Rate 0.1

Adaptation Learning Rate 0.1 (same as update learning rate)

Batch Size 5

Dropout Rate 0.1

LSTM Hidden Size 100

LSTM Number of Layers 2

Frozen BERT Layers All layers frozen

BERT Model Variant ‘bert-base-uncased‘

Max Token Length 512
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Chapter 4

Results

4.1 Baseline NER Results

Table 4.1 shows the precision, recall and F1 score for the REACTION STEP, RE-

ACTION PRODUCT and STARTING MATERIAL entities. The results show that

the baseline system is able to extract these entity types using all of the training data

with a high level of precision and recall.

Entity Precision Recall F1-Score

REACTION STEP 0.94 0.98 0.96

REACTION PRODUCT 0.98 0.98 0.98

STARTING MATERIAL 0.98 0.98 0.98

Table 4.1: Baseline NER results for the CHEMU dataset.

Analysis of NER Baseline Results

Overall Performance:

• The model demonstrates excellent performance across different entity types for

the CHEMU dataset. The high scores in precision, recall, and F1-score suggest

that the model is both accurate and reliable in identifying and classifying the

named entities.

By Entity Type:
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• Reaction Step: This entity has a precision of 0.94 and a recall of 0.98, resulting

in an F1-score of 0.96. The high recall indicates that the model is particularly

effective at capturing most of the relevant instances for this category, while

the slightly lower precision suggests a small number of false positives.

• Reaction Product and Starting Material: Both these entity types show re-

markably high precision and recall scores of 0.98, leading to an F1-score of

0.98. These results indicate that the model is exceptionally proficient at iden-

tifying and correctly classifying entities as either reaction products or starting

materials with minimal error.

Implications

• The high precision across all categories indicates that when the model predicts

an entity, it is very likely to be correct. This is crucial for tasks where false

positives can lead to misleading downstream effects, such as in automated

chemical synthesis planning.

• The high recall scores show that the model misses very few actual entities,

which is beneficial for comprehensive entity extraction in complex chemical

data.

• Consistently high F1-scores across the entities show a balanced model that

does not overly favor either precision or recall, making it robust and reliable

for practical applications in chemical entity recognition.

The performance of the model on the CHEMU dataset is impressive, indicating

that the combination of BERT embeddings with a BiLSTM layer effectively captures

both the contextual nuances and the sequential nature of the data. This analysis

shows that the Baseline model architecture and training strategy are well-suited for

the NER tasks in the chemical domain. In the next section, we will see how this

model performs on a MAML algorithm.
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Shots REACTION PRODUCT REACTION STEP STARTING MATERIAL

P R F1 P R F1 P R F1

1 0.25 0.20 0.22 0.01 0.30 0.02 0.15 0.35 0.21

2 0.30 0.25 0.27 0.01 0.35 0.02 0.18 0.40 0.25

3 0.35 0.28 0.31 0.01 0.40 0.02 0.19 0.45 0.27

4 0.37 0.29 0.33 0.01 0.45 0.02 0.20 0.48 0.28

5 0.42 0.30 0.35 0.01 0.48 0.02 0.21 0.53 0.30

10 0.39 0.35 0.37 0.01 0.50 0.02 0.21 0.50 0.30

25 0.40 0.45 0.42 0.02 0.50 0.03 0.21 0.55 0.31

50 0.42 0.48 0.45 0.02 0.53 0.04 0.21 0.58 0.32

100 0.45 0.67 0.54 0.04 0.66 0.06 0.24 0.68 0.35

200 0.46 0.68 0.55 0.05 0.66 0.08 0.25 0.69 0.36

300 0.47 0.68 0.56 0.05 0.67 0.08 0.25 0.70 0.37

400 0.47 0.69 0.56 0.05 0.67 0.08 0.25 0.70 0.37

Table 4.2: MAML Results

4.2 Few shot learning Results

Table 4.2 shows the precision (P), recall (R) and F-1 score (F1) for the REACTION

PRODUCT, REACTION STEP, and STARTING MATERIAL for k-shot learning

where we vary k from 1-X.

Reaction Product:

• As the number of shots increases from 1 to 50, Precision improves gradually

from 0.25 to 0.42. This indicates that the model is better at correctly identi-

fying Reaction Products with more examples.

• Recall starts at 0.20 for 1 shot and goes up to 0.48 for 50 shots, suggesting the

model is capturing more true positives as it has more instances to learn from.

Also, the Recall improvement rate seems to accelerate after 10 shots.

• The F1 score, which combines Precision and Recall, also shows a progres-

sive increase, with a notable jump between 10 shots (F1=0.37) and 25 shots
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(F1=0.42), indicating a significant improvement in the balanced measure of

the model’s performance.

Reaction Step:

• Precision remains constant at 0.01 for shots 1 through 4 and slightly increases

to 0.02 for shots 25 and 50. This suggests the model’s ability to correctly

predict Reaction Steps is not significantly improving, possibly due to limited

variability or complexity within these examples which suggest that the model

needs more data to learn Reaction Step.

• Recall increases from 0.30 to 0.53. This improvement indicates the model’s

increasing ability to detect most of the true Reaction Step entities.

• The F1 score, being heavily influenced by the low Precision, remains low

throughout but does show a small improvement.

Starting Material:

• Precision increases slightly from 0.15 to 0.21, showing a small improvement in

the model’s precision in identifying Starting Material entities.

• Recall sees a more substantial increase from 0.35 to 0.58 across the shots,

suggesting that as the number of shots goes up, the model is becoming more

comprehensive in capturing the Starting Material entities.

• The F1 score starts at 0.21 and rises to 0.32, reflecting a notable improvement

in the model’s performance.

4.3 Discussion

In our analysis, we observed a consistent trend of improvement across all evalua-

tion metrics as the number of shots increases. This aligns with the fundamental

principle of few-shot learning, where exposure to more examples generally leads to

enhanced model performance. With each additional shot, the model gains valuable

insights and refines its ability to recognize and classify entities, resulting in progres-

sively better performance across various evaluation metrics. This trend underscores
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the efficacy of the few-shot learning paradigm in facilitating rapid adaptation to

new tasks with minimal labeled data. However, it’s important to note that while

increasing shot size tends to improve performance, there may be diminishing re-

turns beyond a certain threshold, as the model may reach a saturation point where

additional examples provide diminishing marginal benefits.

The most significant gains in our analysis were observed in Recall metrics, partic-

ularly for entities such as Reaction Steps and Starting Material. This phenomenon

suggests that these entities pose initial detection challenges for the model, possibly

due to their nuanced contextual representations or sparse occurrence in the train-

ing data. However, as the model is exposed to more examples during training, it

becomes increasingly adept at recognizing these entities, leading to significant im-

provements in Recall. The notable gains in Recall metrics highlight the model’s

capacity to learn from limited data and adapt its decision boundaries to capture

the underlying patterns associated with these entities. These findings underscore

the importance of robust training regimes and continual exposure to diverse exam-

ples for improving model performance, especially in scenarios with sparse annotated

data.

Despite the overall improvement in model performance, Precision metrics for

Reaction Step exhibit a notable discrepancy compared to other entities. This dis-

crepancy could stem from various factors, including the inherent complexity of dis-

tinguishing Reaction Step from other entities or the lack of distinctive features in

the provided examples. The relatively low Precision scores for Reaction Step suggest

that the model may struggle to maintain a high level of precision while minimiz-

ing false positives, possibly due to ambiguity or overlapping characteristics with

other entity types. Addressing these challenges may require further refinement of

the model architecture, optimization of feature representations, or targeted training

strategies tailored to improve the model’s precision in identifying Reaction Steps.

The observed stabilization of the F1 score, particularly notable for Reaction

Step, even with an increase in the number of shots, raises concerns about the inherent
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limitations of the model’s current configuration. Despite improvements in individual

metrics, the overall F1 score remains relatively stagnant, suggesting that the model’s

performance may plateau beyond a certain point. This stagnation in performance

could be attributed to constraints imposed by the frozen BERT layers, which may

limit the model’s capacity to capture subtle nuances or complex relationships within

the data. Addressing these limitations may require revisiting the model architecture,

exploring alternative pre-training strategies, or incorporating additional layers of

context-specific information to enhance the model’s discriminative capabilities and

overall performance.

4.4 Conclusion

In this work, we proposed to answer two research questions:

• Research Question 1: How do varying shot sizes impact the performance and

adaptability of MAML-based NER models in handling limited data scenarios?

• Research Question #2: How transferable are the learned representations and

adaptation strategies acquired by MAML-based NER models across closely

related and distinct entity types within the chemical domain?

To answer Research Question 1, we conducted a comprehensive experimental

study that systematically investigated the behavior of MAML-based NER models

under diverse experimental conditions. We will explore the impact of varying shot

sizes, ranging from very few examples per class to larger support sets, to assess the

scalability and adaptability of MAML to different data regimes.

For Shot Size Variability, our analysis revealed that varying the number of ex-

amples per task (shot size) is pivotal for assessing the scalability and adaptability of

MAML-based models in handling limited data scenarios. Smaller shot sizes present

a challenging scenario where the model must generalize from very few examples,

thereby testing its ability to learn from sparse data. Conversely, larger shot sizes
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provide more training instances, enabling the model to leverage additional informa-

tion for task adaptation. However, despite exploring MAML models with different

shot settings, our findings indicated that none outperformed the baseline due to

constraints imposed by the frozen BERT architecture. This highlights the signifi-

cance of considering model architecture and its impact on performance, particularly

in few-shot learning scenarios.

Analyzing different task distributions allows us to assess the model’s flexibility

across varied contexts, such as our CHEMU dataset, within the same overarch-

ing task of NER. This exploration reveals how domain-specific knowledge and the

diversity of data impact the effectiveness of meta-learning strategies. Specifically,

the MAML algorithm, as illustrated in Line 1 of the MAML algorithm, considers

the task distribution. In our case, we observed three entities with different task

distributions, resulting in varying performance outcomes. Interestingly, one entity

performed better than others, highlighting the impact of task distribution on model

performance. These findings emphasize the importance of considering task distri-

bution when designing and evaluating meta-learning approaches for NER tasks.

For Research Question #2, the consistent increase in performance metrics with

larger shot sizes indicates the model’s ability to effectively utilize learned representa-

tions to adapt to new examples of the same entity type. This is particularly evident

in the significant improvements observed in entities like REACTION PRODUCT

and STARTING MATERIAL as the number of shots increases. The model’s ca-

pacity to leverage a greater number of training examples enables it to refine its

learned representations and adapt more effectively to variations in context and data

distribution. Consequently, we observe enhanced precision, recall, and overall F1-

score, reflecting the model’s improved capability to accurately identify and classify

instances of these entity types.

However, the minimal improvement in precision observed for REACTION STEP

suggests a limitation in the transferability of learned strategies, especially in cases

where entities have less distinctive features or where the model requires more exam-
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ples to capture the complexity of the entity. Despite the availability of additional

training examples with larger shot sizes, the model may struggle to generalize ef-

fectively from sparse or ambiguous data, resulting in only marginal improvements

in precision. This highlights the importance of considering the inherent characteris-

tics and complexities of different entity types when evaluating the performance and

adaptability of machine learning models, particularly in specialized domains like

chemistry.

Overall, the observed trends in performance metrics underscore the dynamic

interplay between shot size, entity complexity, and the model’s adaptability, offering

valuable insights into the mechanisms underlying transfer learning and few-shot

learning in NER tasks within the chemical domain.

4.5 Future Work

The results of our study highlight the model’s robust capability to distinguish be-

tween entity types with clear defining features. However, for closely related entities

like REACTION STEP and STARTING MATERIAL, the model’s generalization is

noticeably constrained by the inherent complexity and similarity of these entities.

This suggests a need for further refinement of adaptation strategies or the adoption

of more specialized training regimes tailored to address the nuanced distinctions

between closely related entities. To enhance the transferability of learned represen-

tations and adaptation strategies across such entities, future work may benefit from

the integration of additional layers of contextual or feature-specific training. This

could involve the exploration of different preprocessing approaches or tokenization

techniques specifically designed to capture the chemical specificity inherent in these

entities. Additionally, for model optimization, it is imperative to address the current

limitation of frozen BERT due to GPU memory constraints, potentially by imple-

menting strategies to unfreeze BERT during training. Furthermore, to tackle class

imbalances and improve model performance, the implementation of class weighting

techniques is warranted. Finally, experimenting with other hyperparameters holds
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promise for further enhancing the model’s performance and generalization capabili-

ties across diverse entity types within the chemical domain
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