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Abstract

In this thesis, we explore four projects. In the first project, we explore r-

neighbor bootstrap percolation on a graph G. We establish upper bounds for the

number of vertices required to percolate in the case that r = 2 for particular classes

of graphs. In the second project, we study the structure of graphs with independence

number two. We prove a lower bound on the number of edges of such graphs, related

to an upper bound on the number of edges in a triangle-saturated graph, and give a

sufficient forbidden induced subgraph condition for independence number two graphs.

In the third project, we extend an existing method and provide a robust framework

for studying and analyzing the structure of RNA molecules via chord diagrams and

graph theory. In the fourth project, we prove that existing graph theoretic results on

spanning tree enumeration in symmetric graphs may be applied to calculate determi-

nants of simple theta curves.
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CHAPTER 1

INTRODUCTION

This thesis investigates four independent projects involving combinatorics, graph the-

ory, and applications of graph theory to the study of RNA and to topology.

In Chapter 2 we investigate r-neighbor bootstrap percolation. The r-neighbor

bootstrap percolation process concerns the spread of infection iteratively throughout

a graph. In particular, an initial infected set of vertices A0 is chosen, and a vertex

may become infected in an iteration if it has at least r neighbors which are already

infected. Once infected, a vertex remains infected. It is worth noting that the 2-

neighbor bootstrap problem has also appeared in popular math culture [15, Problems

34 & 35] [4].

Let m(G, r), the r-percolation number, be the minimum number of vertices that

can be chosen which infect the entire graph. If G is a graph, then we denote the

complementary prism of G as GG (see Definition 2.18.) Duarte et al. [46] proved that

when G and G are connected, m(GG, 2) ≤ 5. Our first result is an improvement on

this bound.

Theorem 2.25. If G is a graph such that G and G are connected then m(GG, 2) ≤ 3.

We provide constructions showing for fixed diameter d ≥ 3 and r ≥ 2, the r-

percolation number is unbounded. Let G be the class of graphs which are 2-connected

and have diameter two. It is not yet known if there is a constant k such that for all

G ∈ G, we havem(G, 2) ≤ k. We show graphs in G have at most two vertex-disjoint 2-

forbidden subgraphs (see Definition 2.3), and explicitly describe the structure of those

graphs with exactly two vertex-disjoint 2-forbidden subgraphs. Using this structure

and Theorem 2.25, we prove Theorem 2.26.

Theorem 2.26. If G is a 2-connected graph with diameter two and contains two

vertex-disjoint 2-forbidden subgraphs, then m(G, 2) ≤ 3.

1



We say a graph is H-free if it does not contain H as an induced subgraph.

We prove a bound on m(G, 2) for graphs which are C6-free or C7-free which is an

improvement over a bound for C6-free graphs given by Cappelle et al. [29].

Theorem 2.36. Let G be 2-connected and diameter two. If G is C6-free with |G| ≥ 6

or C7-free with |G| ≥ 7 then m(G, 2) ≤ 3.

In joint work with LaFayette and McCall, we proved an upper bound of two for

the class of 2-connected, diameter two, and C5-free graphs (Theorem 2.33) [67]. In

this thesis, we use Theorem 2.33 and Theorem 2.36 to establish a base case for an

inductive argument and prove Corollary 2.37.

Corollary 2.37. If G is 2-connected, has diameter two, and is Ck-free for any 5 ≤
k ≤ n then m(G, 2) ≤ ⌈(k − 3)/2⌉+ 1.

In Chapter 3 we investigate properties of graphs with independence number two.

An independent set is a set of vertices where no two vertices in the set are adjacent.

The independence number of a graph G, denoted α(G), is the maximum cardinality

of an independent set. Let α2 be the class of graphs with independence number two.

The diameter of a graph G is the maximum distance between any two vertices in G.

In using CONJECTURING [72, 73], we obtained Proposition 3.13 as a conjecture and

subsequently proved it.

Proposition 3.13. If G is claw-free, bull-free, and has diameter two, then α(G) = 2.

This recovers a result implied by Maza, Jing, and Masjoody [78, Theorem 1.1].

Similarly, we obtain another conjecture resulting in Theorem 3.19, a lower bound

on the number of edges in graphs in α2. Interestingly, this bound relates to one of

Barefoot et al. [10] for triangle-saturated graphs. Let d(v) be the degree of a vertex

v.

Theorem 3.19. If G ∈ α2 with order n and G has diameter two, then the size of G

is at least maxv∈V (G) d(v)(n− d(v))− 1.

In Chapter 4, we turn our attention to the use of graph theoretical methods in the

modeling of secondary structures in RNA. RNA is a nucleic acid that is known to fold

2



into complex secondary structures [49]; a type of structure of particular interest in this

thesis is that of a pseudoknot. Chord diagrams are combinatorial objects that may

be used to record hydrogen bonding involved in secondary structures. When RNA

structures contain pseudoknots, the corresponding chord diagrams contain crossings

(see Section 4.2 for definitions).

In Section 4.2.2 we investigate a method for quantifying the complexity of pseudo-

knotting in RNA that is currently utilized in the bpRNA-1m database due to Danaee

et al. [44]. We first interpret this method with a robust graph theoretical framework,

and make several observations about its application. We then generalize the method

in Section 4.3 to quantify pseudoknotting in a manner that takes into account both

nestings, crossings, and a distance-based threshold τ . A formal definition of pseudo-

knotting is given in Definition 4.26. This definition defines a pseudoknot in terms of

a weighted vertex cover of a certain intersection graph constructed from a partition

of the chord diagram representing the nucleotide sequence of the RNA molecule.

To implement our graph-theoretic definition of pseudoknots, we define an algo-

rithm that constructs such a partition. Given a chord diagram D and a parameter

τ , Algorithm 1 produces a partition of D. To quantify secondary structures other

than pseudoknots, we also implement a routine called classifyBases as part of a

methodology described in Section 4.4 and Figure 38. Applying Definition 4.26, Al-

gorithm 1, and the methodology of Section 4.4, we perform an initial analysis of

pseudoknots and other secondary structures present in the RNA sequences contained

in the bpRNA-1m(90) database. We report on quantities of pseudoknots, observe the

structures with the most pseudoknots, and count the number of pseudoknot types

observed under new methods and compare with previous methods.

Finally, Chapter 5 contains joint work on spatial theta curves with Elpers and

Moore [50]. The θ-graph is the unique multigraph consisting of two vertices and

three parallel edges {a, b, c} between them. A theta curve ϑ is a spatial embedding

of the θ-graph in the three-sphere, taken up to ambient isotopy. Spatial graphs are

generalizations of knots and links, with theta curves being a special case. Every

theta curve contains three constituent knots Kij, formed by taking pairs of edges

i, j ∈ {a, b, c}. A theta curve is said to be simple if at least one of its constituent
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knots is unknotted [114].

The determinant of a knotK, denoted det(K), is the order of the homology of the

branched double cover of K. We analogously define the determinant det(ϑ) of a theta

curve ϑ as the integer-valued invariant arising from the first homology of its Klein

cover. When ϑ is simple, we prove that det(ϑ) is the product of the determinants of

the constituent knots.

Theorem 5.13. Let ϑ be a simple theta curve with constituent knots Kab, Kac, Kbc.

Then

det(ϑ) = det(Kab) · det(Kac) · det(Kbc).

Let ϑ be a simple theta curve. Then ϑ corresponds to a strongly invertible knot,

which is a knot together with an orientation-preserving involution h on the three-

sphere such that h(K) = K and Fix(h) is a circle intersecting K in two points. In

other words, a strongly invertible knot is one which exhibits a particular Z2 symmetry.

To prove Theorem 5.13, we realize a graph that admits an involutive symmetry as

the Tait graph G of a strongly invertible knot corresponding to the theta curve.

The Goeritz matrix plays the role of the graph Laplacian, the matrix determinant

of which calculates the determinant of the corresponding strongly invertible knot,

or the tree weight of G. Using the Matrix Tree Theorem, spanning trees of graphs

admitting involutive symmetry can be enumerated via a product formula involving

two smaller, modified subgraphs [39, 123]. One can explicitly identify the two factors

in the spanning tree enumeration formula with the determinants of the constituent

knots of the theta curve, as realized by their Tait graphs.

1.1 Graph Theory Background and Notation

A graph G = (V,E) consists of a vertex set V = V (G) and an edge set E = E(G).

If V (G) = {v1, . . . , vn} then E(G) is a set of unordered pairs of distinct elements in

V (G). In particular, all graphs are simple and undirected throughout this thesis unless

otherwise stated. We say two vertices x, y ∈ V (G) are adjacent if (x, y) ∈ E(G), and

write xy to represent the edge as shorthand. The order of G is |V (G)| and the

size of G is |E(G)|. The complement of G, denoted G, is the graph with vertex
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set V (G) = V (G) and edges E(G) such that xy ∈ E(G) if and only if xy ̸∈ E(G).

A graph H is a subgraph of G if V (H) ⊆ V (G) and E(H) ⊆ E(G). We say H is

an induced subgraph if E(H) = {xy : x, y ∈ V (H) and xy ∈ E(G)}. For a subset

of vertices A ⊆ V (G) we let G[A] denote the induced subgraph with vertex set A.

We write G − H or G − A to represent the induced subgraph G[V (G) − V (H)] or

G[V (H)−A]. A subgraph H of G is a spanning subgraph if V (H) = V (G). The open

neighborhood of a vertex x ∈ V (G) in G, denoted NG(x), is the set of vertices in G

which are adjacent to x. The vertices in NG(x) are the neighbors of x. The degree of

x in G, denoted dG(x), is |NG(x)|. The closed neighborhood N [x] = N(x)∪ {x}. The
maximum and minimum degrees over V (G) are denoted ∆(G) and δ(G) respectively.

If every vertex in G has degree k for some fixed integer k, then we say G is k-regular,

or regular when k is not specified. If H is a subgraph of G or A is a subset of vertices

in G, then NH(x) = NG(x) ∩ V (H) and NA(x) = NG(x) ∩ A. For two graphs G

and H the disjoint union is the graph with vertex set V (G) ∪ V (H) and edge set

E(G) ∪ E(H), and is written as G ∪H.

A graph is connected if for any pair of vertices there is a path between them. A

graph is disconnected if there are at least two vertices with no path between them.

A disconnected graph comprises a set of maximal (with respect to order) connected

subgraphs called components. The distance between any two vertices x, y ∈ V (G) is

the length of a shortest path between x and y, denoted d(x, y). The diameter of a

graph is the maximum distance over all pairs of vertices. For example, in a graph with

diameter two, every pair of vertices is either adjacent or share a common neighbor.

By convention the diameter of a disconnected graph is ∞. For a vertex v and set of

vertices A, we may informally say “v can travel to A in at most k steps” to mean that

there is a vertex u ∈ A such that d(v, u) ≤ k. A graph G is k-connected if |V (G)| ≥ k

and G−A is connected for any A ⊆ V (G) with |A| ≤ k− 1. A cut-vertex is a vertex

whose removal disconnects the graph. A block in a graph G is a maximal connected

subgraph of G with no cut-vertex. Note that if a block is K1 then it must be an

isolated vertex, and if G has no cut-vertex then G itself is a block. If A,B ⊆ V (G)

we say A is complete to B if each vertex in A is adjacent to every vertex in B, and A

is anticomplete to B if each vertex of A has no neighbor in B. We say A dominates
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B if each vertex of B has at least one neighbor in A.

Throughout this dissertation, we say a graph G is H-free if G does not contain H

as an induced subgraph. Note that in other contexts, the property H-free may refer

to a graph which does not contain H as a (not necessarily induced) subgraph. In some

cases, e.g. triangle-free, the two notions are equivalent. A set of edges M ⊆ E(G)

is a matching if no two edges e, e′ ∈ M share an endpoint. A perfect matching is a

matching M such that every vertex in V (G) is the endpoint of an edge in M .

The graph on n vertices with all possible edges is the complete graph Kn. A

clique is a subgraph which is isomorphic to a complete graph. The clique number

ω(G) is the maximum size of a clique in G. A tree is a connected graph T of order n

with n− 1 edges, or equivalently, a connected, acyclic graph. A forest is the disjoint

union of a set of trees. The cycle on n vertices will be denoted Cn, and the path on

n vertices will be denoted Pn.

Fig. 1. From left to right: the graphs P4, K5, and C6.
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CHAPTER 2

2-NEIGHBOR BOOTSTRAP PERCOLATION

2.1 Overview

The process of r-neighbor bootstrap percolation is a deterministic cellular au-

tomaton defined on a graph, G. The process begins with an initial set of infected

vertices A0 ⊆ V (G). In each subsequent round, an uninfected (sometimes called sus-

ceptible) vertex v becomes infected if v is adjacent to at least r previously infected

vertices. Once infected, vertices remain infected forever. We use At to denote the set

of all infected vertices as of round t. Symbolically,

At = At−1 ∪ {v ∈ V (G) : |N(v) ∩ At−1| ≥ r}.

The parameter r is called the percolation threshold. If G is a finite graph, then after

a finite number of rounds, either all vertices of G become infected or the infection

stops at some proper subset of V (G). The set of infected vertices after the percolation

process finishes is called the closure of A0, denoted ⟨A0⟩. If ⟨A0⟩ = V (G), then we

say that A0 r-percolates, or percolates when r is clear from context.

Bootstrap percolation on graphs was introduced by Chalupa, Leath, and Reich

[33] as a simple model to study magnetic materials. One model that has received

much attention is when the vertices of A0 are selected randomly; each vertex is

selected independently and every vertex of G has probability p of being initially

selected. After the initial step, the infection proceeds deterministically. This model

has been studied extensively, for example in [5, 6, 7, 8, 9, 64]. The minimum size

of a percolating set in a graph G with percolation threshold r is denoted m(G, r).

Observe that if |V (G)| is at most r, then m(G, r) = |V (G)|. The quantity m(G, r)

has been studied extensively under particular degree conditions [52, 59, 121, 41, 95].

We may refer to m(G, r) as the r-percolation number, or percolation number when r

is clear from context.
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Fig. 2. Two examples of the 2-neighbor bootstrap percolation process.

It is interesting to explore the structure of graphs for which m(G, r) = r, which

are the extremal graphs in our context. We refer to graphs with m(G, r) = r as

r-bootstrap-good, or r-BG, and graphs for which m(G, r) > r as r-bootstrap-bad, or

r-BB. It may be enlightening to understand conditions which force m(G, r) > r;

while one can often find an upper bound for m(G, 2) via constructive methods or

algorithmically, such as in [29], it is somewhat difficult to establish lower bounds for

particular classes of graphs.

Here we mostly fix our attention to the problem of 2-neighbor bootstrap perco-

lation and in particular the quantity m(G, 2). The quantity m(G, 2) is also known as

the P3-hull number of G [29]. A graph convexity on V = V (G) is a collection C of sub-
sets of V such that ∅, V ∈ C and C is closed under intersections. For example, for the
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cycle C5 with V (C5) = {1, 2, 3, 4, 5} and E(C5) = {(1, 2), (2, 3), (3, 4), (4, 5), (1, 5)}
the collection C = {∅, {1, 2}, {3, 4}, {1, 2, 3, 4, 5}} is a convexity on C5. The sets in

C are called convex sets. For a set S ⊆ V , the convex hull of S with respect to C,
denoted HC(S), is the smallest set in C containing S. Note convex hulls are unique,

as C is closed under intersections, i.e. HC(S) is the intersection of all convex sets

containing S. Convexities can be defined by a set of paths P in G such that S is

convex if and only if for every pair of vertices x, y ∈ S, the vertices of every path

in P containing x and y as endpoints are also in S. Here we focus on P3 convexity,

where S is P3-convex if no vertex in V (G) \ S has at least two neighbors in S. In

other words, S is P3-convex if and only if for every pair of vertices x, y ∈ S, we have

N(x) ∩ N(y) ⊂ S. We say S is a P3-hull set if the convex hull with respect to P3

convexity of S is V (G). The P3-hull number hP3(G) is the size of a minimum P3-hull

set. The P3-hull number has been studied extensively in recent years [28, 67, 25, 18,

58, 40, 79, 45]. Let A0 ⊆ V (G). The translation from 2-neighbor bootstrap percola-

tion to P3 convexity is as follows. The closure ⟨A0⟩ is the P3-convex hull of A0. The

set of all P3-convex sets in G is the set of all possible closures. If A0 percolates, then

A0 is a P3-hull set. The size of a minimum percolating set is the size of a minimum

P3-hull set, i.e. m(G, 2) = hP3(G).

For the earlier example, the P3-convexity C on C5 is

{∅,

{1}, {2}, {3}, {4}, {5},

{1, 2}, {2, 3}, {3, 4}, {4, 5}, {1, 5},

{2, 3, 4}, {3, 4, 5}, {1, 4, 5}, {1, 2, 5}, {1, 2, 3},

{1, 2, 3, 4, 5}}.

Notice that the closure of any subset of V (C5) appears in C.
The decision problem “Given a graph G and integer k, is m(G, 2) ≤ k” is NP-

hard [32], however there do exist classes of graphs for which there are polynomial time

algorithms (or constant upper bounds) to compute m(G, 2) exactly (see [8, 29, 40,

9



31, 46, 65, 45] and references therein). There are also classes of graphs for which the

decision problem is (surprisingly) NP-complete, such as planar graphs with maximum

degree four [45].

2.2 Is the Percolation Number Bounded?

We begin this section with a generalization of a result in Bushaw et al. [25].

Recall that the girth of a graph G is the length of the shortest cycle in G, or infinity

if G is acyclic.

Proposition 2.1 ([25]). If G is 2-BG and not P3, then G has girth less than five.

Thinking contrapositively, Proposition 2.1 gives a lower bound 3 ≤ m(G, 2) in

the case that G does not contain any triangles or any copy of C4 as a subgraph. We

can extend Proposition 2.1 to any threshold r.

Theorem 2.2. Let r ≥ 2 and let G be a graph with order at least r+1. If G is r-BG

and is not the star with r leaves, then G has girth less than five.

Proof. Fix r ≥ 2 and let I ⊂ V (G) where |I| = r and I percolates. We assume G

is not the star with r leaves. Since I percolates and V (G) − I is nonempty, there

is a vertex x ∈ V (G) − I which is adjacent to every vertex in I. If I is not an

independent set, then G contains a triangle. Assume now that I is an independent

set. So I ′ = I ∪ {x} induces a star with r leaves. It cannot be that V (G) = I ′, as

by assumption G is not the star with r leaves. So V (G) − I ′ is nonempty. Since

I percolates, there must be at least one vertex y ∈ V (G) − I ′ where y has at least

r neighbors in I ′. Thus either y is adjacent to x and adjacent to a neighbor of x,

forming a triangle, or y shares at least two neighbors with x, forming a C4. This

proves that the girth of G must be less than five.

Intuitively, large enough girth restricts the ways in which an initial infected set

can percolate; if one infects too few vertices initially, in this case the fewest possible,

then a triangle or C4 is forced past the initial iteration of infection. In contrast,

having small girth does not give us much information, that is, all we would know is

that there exists some small cycle somewhere in the graph.
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Definition 2.3. Let G be a graph. A subgraph H of G is an r-forbidden subgraph if

every vertex in H has at most r − 1 neighbors in G−H.

The concept of an r-forbidden subgraphs is useful in understanding which vertices

one must infect in order to percolate a graph.

Lemma 2.4 (Hedžet and Henning [62]). Let A ⊆ V (G) such that ⟨A⟩ = V (G). If H

is an r-forbidden subgraph of G, then V (H) must contain at least one vertex of A.

Lemma 2.4 can be understood in the following way. Let H be an r-forbidden

subgraph of G. Then, if every vertex of a percolating set is in G −H, the infection

could not spread to H; every vertex in H has at most r − 1 neighbors in G − H,

too few to become infected. Note that G − v for any vertex v is an r-forbidden

subgraph trivially. In a triangle-free graph, for any edge uv the graph G − {u, v} is
an r-forbidden subgraph. The concept of r-forbidden subgraphs gives us one way to

understand where the vertices of a percolating set must lie.

Cappelle et al. [29] prove the following upper bound.

Theorem 2.5 ([29, Theorem 10]). If G is a 2-connected graph with diameter two,

then m(G, 2) ≤ ⌈log2(∆(G) + 1)⌉+ 1.

One core idea used in establishing Theorem 2.5 and several others like it is what

follows.

Observation 2.6. Let G be a graph and A ⊆ V (G). Any vertex in V (G) − ⟨A⟩
has at most r − 1 neighbors in ⟨A⟩. That is, the graph induced by V (G)− ⟨A⟩ is an

r-forbidden subgraph.

The observation is immediate; if a vertex outside of ⟨A⟩ had at least r neighbors

in ⟨A⟩, then that vertex would also be in ⟨A⟩.

Lemma 2.7. Let G be a graph, let A ⊆ V (G), and fix r = 2. Let X ⊆ V (G) − ⟨A⟩
be the set of vertices who have exactly one neighbor in ⟨A⟩. If X induces a connected

subgraph, then for any x ∈ X, we have X ⊂ ⟨A ∪ {x}⟩.

11



Proof. Let G,A, and X be as described, and let H = G[X]. Let x ∈ X. Since H is

connected, there is a path from x to every other vertex in H. Let x′ be another vertex

in H and P be a path between x and x′. Since every vertex in H has an infected

neighbor in ⟨A⟩, if x is infected, each vertex along P beginning with the neighbor of

x will become infected until x′ is reached.

Lemma 2.8. Let G be a 2-connected graph with diameter two, A ⊆ V (G) and fix

r = 2. If ⟨A⟩ is a dominating set of G, then the graph induced by V (G) − ⟨A⟩ is
connected.

Proof. Let H = G[V (G) − ⟨A⟩]. If ⟨A⟩ is a dominating set, then every vertex in H

has at least one neighbor in ⟨A⟩. By Observation 2.6 that for any v ∈ V (H), the

number of neighbors of v in ⟨A⟩ is at most one. Therefore, every vertex v ∈ V (H)

has a unique neighbor in ⟨A⟩.
Suppose toward contradiction that H is disconnected. Then there is a partition

V (H) = X ∪ Y so that X is anticomplete to Y . Let x ∈ X and y ∈ Y . Since G has

diameter two and X is anticomplete to Y , it must be that x and y have a common

neighbor w ∈ ⟨A⟩. We claim every vertex in H has w as a neighbor.

Indeed, for every vertex y′ ∈ Y , it must be that y′ and x share a common neighbor

in ⟨A⟩. Similarly for every vertex x′ ∈ X, it must be that x′ and y share a common

neighbor in ⟨A⟩. As w is the unique neighbor of both x and y in ⟨A⟩, it must be

that w is also the unique neighbor of every x′ and y′. Since every vertex in H has

w as a unique neighbor in ⟨A⟩, this implies that w is a cut-vertex of G. This is a

contradiction, as G is 2-connected.

Lemma 2.9. Let G be a 2-connected graph with diameter two. If H1 and H2 are

vertex-disjoint 2-forbidden subgraphs of G, there must be at least one edge with an

endpoint in H1 and an endpoint in H2.

Proof. Let G, H1, and H2 be as described. Suppose there is no edge between H1 and

H2. Let G
′ = G−(H1∪H2). Since G has diameter two, every vertex in V (H1)∪V (H2)

has a neighbor in G′. Thus ⟨V (G′)⟩ = V (G′) is a dominating set, and by Lemma 2.8,

the graph G[H1 ∪H2] is connected.
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The following proof is found in [29], except here it is in the language of r-neighbor

bootstrap percolation.

Proposition 2.10 ([28, Lemma 2.2], [29, Lemma 4]). Let G be a 2-connected graph

with diameter two and A ⊆ V (G). If ⟨A⟩ is a dominating set, then m(G, 2) ≤ |A|+1.

Proof. By Lemma 2.8, the graph H = G− ⟨A⟩ is connected. By Lemma 2.7 for any

x ∈ V (H) we have that A ∪ {x} percolates G.

Bushaw et al. [25] prove the following result about 2-BG graphs.

Theorem 2.11 ([25, Lemma 2.1]). If G is 2-BG, then G has at most two blocks.

This makes sense; blocks intersect in cut-vertices, and cut-vertices can act as

bottlenecks for the infection. This can be observed in Figure 2, which shows a graph

with two blocks. The cut-vertex stops the infection in one case, but there is a way

in which an initial infected set {x, y} has a chance to percolate if the cut-vertex is a

common neighbor of x and y. If a graph has more than three blocks, then one of two

scenarios may occur. Either all blocks share the same cut-vertex, or there are two

blocks which do not share a cut-vertex (i.e. there are at least two cut-vertices). In

the first case, each block is a 2-forbidden subgraph and so by Lemma 2.4, m(G, 2) is

at least the number of blocks. In the second case, one can possibly infect two blocks

intersecting in a cut-vertex as in Figure 2, in which case the infection cannot travel

beyond the other cut-vertex, and otherwise choosing any two vertices which do not

have a cut-vertex as a common neighbor will not result in percolation. Furthermore in

the latter case, the leaves of the block graph of G are 2-forbidden subgraphs. Figure

3 shows two small examples illustrating both cases.

One can find several classes of graphs with unbounded percolation number for

any threshold, the simplest being paths and cycles. For example, m(Ck, 2) = ⌈n/2⌉
and m(Ck, r) = k for r ≥ 3, as every vertex in the latter instance has degree strictly

less than r. It is easy to construct families of graphs with unbounded r-percolation

number in a trivial sense. That is, any vertex with degree less than the threshold must

be in the initial infected set, and if ∆(G) < r then m(G, r) = |G| (subgraphs induced
on a single vertex are an r-forbidden subgraph). Furthermore from Theorem 2.11 we

13



Fig. 3. Two examples of graphs with more than two blocks, with a friendship graph

on the right. Blocks are highlighted in gray.

see a hint that connectivity is intimately tied with r-neighbor bootstrap percolation.

The r-percolation number is unbounded for the class of graphs with a cut-vertex.

To see this, one can take the friendship graphs Fn (see F4 in Figure 3) or a class of

generalized friendship graphs, where each block is a clique of size at least r. This

shows it is possible to construct examples which are non-trivial in the sense of the

degree sequence of G.

Another invariant, the diameter, also plays a key role in determining whether

the r-percolation number is unbounded for a class of graphs. Intuitively, one would

choose an initial infected set in which the vertices share many neighbors. Large

diameter may affect which vertices are contained in a minimum percolating set. For

example, when r = 2, a pair of vertices at distance three from one another would

never percolate.

Recall that a graphG is k-connected if the removal of any set of k−1 vertices from
G leaves a connected graph. Using Lemma 2.4, we can construct families of graphs

for every threshold r ≥ 2 and diameter d ≥ 2, other than when r = d = 2, that have

unbounded r-percolation number. The constructed graphs will be r-connected (and

thus minimum degree at least r).

Example 2.12 (Unbounded Percolation Number, d ≥ 3, r ≥ 2). The first construc-

tion is as follows. Fix d ≥ 3 and r ≥ 2, and let t ≥ 2 and s ≥ r. First, take the

disjoint union sKt, X = K(r−1)t, and d− 1 copies of Kr when d ≥ 4 and zero other-
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Kt
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u1 v1 u2 v2 us vs
· · ·

x1,1 x1,2 x2,1 x2,2

u1,1 u2,1 u1,2 u2,2 u1,3 u2,3

x1 x2 x3

u1 v1 u2 v2 u3 u3

x1 x2 xr−1 xr

· · ·

Fig. 4. The first construction on the top row, and the second construction on the

bottom row. A schematic for the constructed graphs on the left, with examples

on the right. In the top right is the constructed example for d = 3, r = 3, and

t = 2. On the bottom right is the constructed example for d = 2 and r = 3.

wise. We refer to each copy of Kt as a leaf clique and X as the central clique. Let

ui,j be the ith vertex in the jth copy of Kt, and let

V (X) =
t⋃

k=1

{xk,1, xk,2, . . . , xk,r−1}.

Set NX(ui,j) = {xi,1, xi,2, . . . , xi,r−1} for every 1 ≤ i ≤ t and 1 ≤ j ≤ s. If d = 3 we

are done. If d ≥ 4, let Y1, Y2, . . . , Yd−1 be the copies of Kr. then we add all possible

edges between Yi and Yi+1 for 1 ≤ i ≤ d− 2, and all possible edges between Yd−1 and

X. Any vertex in Y1 is distance d from any vertex in a leaf clique. If d = 3, then any

vertex in a leaf clique has eccentricity three, as d(ui,j, uk,ℓ) = 3 for i ̸= j and k ̸= ℓ.

This achieves the desired diameter. When r = t = 2, this is the stacked book graph

Bs,2.

Each leaf clique is an r-forbidden subgraph, so the percolation number is at least

s, which is at least r. See Figure 4.
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Example 2.13 (Unbounded Percolation Number, d = 2, r ≥ 3). The second con-

struction is as follows. Fix d = 2 and r ≥ 3 and let s ≥ r. Let G = Kr ∪ sK2.

We will call the copy of Kr the central clique X and the copies of K2 leaf cliques

L1, L2, . . . , Ls. Let V (Li) = {ui, vi}, and let V (X) = {x1, x2, . . . , xr}. Set NX(ui) =

{x1, x2, . . . , xr−1} and NX(vi) = {x2, x3, . . . , xr} for all 1 ≤ i ≤ s. The vertices

X ′ = N(ui) ∩ N(vi) = {x2, x3, . . . , xr−1} are dominating vertices of G. Since G is

connected with a dominating vertex, and G is not a clique, the diameter of G is two.

Each leaf clique is an r-forbidden subgraph, so the percolation number is at least s,

which is at least r. See Figure 4.

It is interesting to note that the second construction contains r − 2 dominat-

ing vertices, and yet through the power of r-forbidden subgraphs the r-percolation

number is unbounded.

The question remains if one can construct a family of 2-connected graphs with

diameter two and unbounded 2-percolation number. Certainly, one can look to the

star, or consider the friendship graph and natural generalizations. These graphs have

many mutually vertex-disjoint 2-forbidden subgraphs. However, they also have a cut-

vertex, i.e. they are not 2-connected. In fact, if a graph G with diameter two has a

cut-vertex v, then v is unique and dominating in G [122, Exercise 2.1.44]. For such a

graph, we know m(G, 2) exactly in terms of the number of connected components of

G− v, or the number of blocks of G [29, Proposition 2].

In Examples 2.12 and 2.13, our main strategy for constructing families of graphs

with unbounded percolation number was to ensure the existence of multiple mutually

vertex-disjoint r-forbidden subgraphs. Theorem 2.14 will show that this strategy will

not work in the case of 2-connected graphs with d = r = 2.

Theorem 2.14. If G is 2-connected with diameter two, then G contains at most two

vertex-disjoint 2-forbidden subgraphs.

Proof. Let G be as described. Suppose toward contradiction that G contains three

vertex-disjoint 2-forbidden subgraphs, say H1, H2, and H3. Let G′ = G − ⋃3
i=1Hi.

By Lemma 2.9, there must be an edge xy with x ∈ H1 and y ∈ H2.
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Since the unique neighbor of x in G − H1 is y, and the unique neighbor of y

in G − H2 is x, for any v ∈ G − (H1 ∪ H2), we have v anticomplete to {x, y}. Let

z ∈ H3. Since G has diameter two, z must have a common neighbor with x in H1

and a common neighbor with y in H2. Since H3 is 2-forbidden, this is impossible.

Example 2.15 (Two 2-forbidden subgraphs). Examples of graphs with two vertex-

disjoint 2-forbidden subgraphs are C5 and the Petersen graph. In C5, one can partition

the graph into a P3 andK2 with a matching connecting them, or take two independent

edges as the 2-forbidden subgraphs, with a remaining singleton. In the Petersen

graph, the outer pentagon and the inner pentagram in the canonical drawing are

each a 2-forbidden subgraph. See Figure 5.

Fig. 5. Illustrations of vertex-disjoint 2-forbidden subgraphs in the five-cycle and the

Petersen Graph.

Question 2.16. Does there exist a constant k such that for any 2-connected graph G

with diameter two, m(G, 2) ≤ k?

Question 2.16 was left open in [29]. Let G be the class of 2-connected graphs with

diameter two. A step toward an answer to Question 2.16 may come in the form of an

additional assumption on G, such as forbidding an induced subgraph, or bounding

the degree. For example, consider cubic graphs in G. We claim that such a graph G

has at most ten vertices. Indeed, since G has diameter two, for a vertex x ∈ V (G)

there is a partition of V (G) into sets D0, D1, and D2 where Di is the set of vertices at

distance i from x. We have |D0| = 1 and since G is cubic, |D1| = 3. Since every vertex

y ∈ D1 has x as a neighbor, y can have at most two neighbors in D2. This shows
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|D2| ≤ 6, and |V (G)| = |D0| + |D1| + |D2| ≤ 10. Thus there are finitely many cubic

graphs with diameter two, and those with 2-percolation number three are illustrated

in Figure 6. The graph with ten vertices in this case is uniquely the Petersen graph,

also known as a Moore graph. Moore graphs are discussed in more detail below.

Fig. 6. The diameter two cubic graphs with m(G, 2) = 3.

Through efforts to construct graphs which are 2-BB, one realizes that girth equal

to five is sufficient, but not necessary. That is, there are graphs which are 2-BB with

girth less than five. Figure 6 shows two examples, one with girth four (left) and

one with girth three (right). This is to say Theorem 2.1 is not true in the converse.

Furthermore, there are infinitely many graphs with diameter k ≥ 3 and girth at least

five, with one construction involving a pair of vertices with an arbitrary number of

paths of length k between them.

While there are infinitely many graphs with diameter at least three and girth at

least five, the graphs with diameter two and girth five are more constrained. These

graphs are known as Moore graphs. Moore graphs were originally defined in the

following way. Let G be a graph with diameter k, maximum degree d, and V (G) =

{v1, . . . , vn}. Let Di be the set of vertices at distance i from v1. Then |D0| = 1 and

|Di| ≤ d(d− 1)i−1 for i ≥ 1. This is indeed an upper bound on |Di|, as in the worst

case, each vertex in Dj has d − 1 neighbors in Dj+1 for 1 ≤ j ≤ i − 1. Note that

∪ki=0Di is a partition of V (G). As a result,

k∑

i=0

|Di| = n ≤ 1 +
k∑

i=1

d(d− 1)i−1. (2.1)
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Hoffman and Singleton [63] call the graphs attaining equality in Inequality 2.1 Moore

graphs of type (d, k). Moore graphs are necessarily regular, and Singleton [107] showed

an equivalent definition of Moore graphs are graphs with diameter k and girth 2k+1,

or in the case of diameter two graphs, girth five. For k = 2, Moore graphs exist only

for d = 2, 3, 7 and possibly d = 57, with a unique graph for d = 2, 3, 7 [63]. It is

currently unknown if a Moore graph of type (57, 2) exists nor is it known if it must

be unique [42]. The known Moore graphs of diameter two are C5, the Petersen graph,

and the Hoffman-Singleton graph, with 2-percolation numbers three, three, and four

respectively. To the author’s knowledge, there is no 2-connected graph with diameter

two known to have m(G, 2) = 4 other than the Hoffman-Singleton graph.

This begs the question: are there infinitely many 2-connected graphs with diam-

eter two with girth 3 or girth 4 (triangle-free) which are 2-BB? Furthermore, can the

answers to these questions yield a construction of a 2-connected graph with diame-

ter two different from the Hoffman-Singleton graph with 2-percolation number larger

than three?

2.3 Matching Cuts and Complementary Prisms

Definition 2.17 (Matching cut, [55]). A matching cut is a matching in a connected

graph whose removal disconnects the graph.

Matching cuts were first introduced by Graham in [56, Problem 20]. Results

on graphs with a matching (or simple) cut, sometimes called decomposable graphs,

appear in [55], where it was asked which graphs are decomposable. Later, Chvátal

[38] showed that recognizing decomposable graphs is an NP-complete problem. One

can alternatively define a matching cut in the following way. Define a partition

V (G) = X ∪ Y to be a cut. Then (X, Y ) is a matching cut if and only if each vertex

in X has at most one neighbor in Y and each vertex in Y has at most one neighbor

in X. In referring to matching cuts, we will always be clear about whether we are

talking about the edge set or the separated parts.

Definition 2.18 (Complementary Prism). The complementary prism of a graph G,

denoted GG, is the graph formed by the disjoint union of G and its complement G
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with a perfect matching joining pairs of corresponding vertices in G and G.

Complementary prisms were introduced by Haynes et al. [61] as a special case

of a more general complementary product, which is a generalization of the cartesian

product. Complementary prisms are one class of graphs with a matching cut. One

example of a well known complementary prism is the Petersen graph; see Figure 9

for several examples of complementary prisms.

Lemma 2.19 gives us a decomposition for graphs with diameter two and a match-

ing cut.

Lemma 2.19. Let G be a graph with a matching cut M separating G into subgraphs

H1 and H2. Let V (H1) = X1 ∪Y1 and V (H2) = X2 ∪Y2 such that X1 is anticomplete

to X2, and Y1 and Y2 comprise the endpoints of the edges in M . If for all y ∈ Y1 and

y′ ∈ Y2 we have dG(y, y
′) ≤ 2, then G[Y1 ∪ Y2] contains a complementary prism as a

spanning subgraph.

Proof. Let G be as described and let G′ = G[Y1 ∪ Y2]. Let Y1 = {y1, y2, . . . , yk} and
Y2 = {y′1, y′2, . . . , y′k} so that M = {y1y′1, y2y′2, . . . , yky′k}.

If there is some i and j such that yiyj ̸∈ E(G[Y1]) and y′iy
′
j ̸∈ E(G[Y2]), then yi

and y′j have no common neighbor in G′, and are thus distance at least three apart

in G, a contradiction. This implies that for any i and j, either yiyj ∈ E(G[Y1]) or

y′iy
′
j ∈ E(G[Y2]). That is, non-edges yiyj in G[Y1] correspond to edges in y′iy

′
j in G[Y2]

and similarly non-edges y′iy
′
j in G[Y2] correspond to edges yiyj in G[Y1].

Corollary 2.20. If G is a graph with diameter two and a matching cut, then V (G)

can be partitioned into sets X2, Y1, and Y2 such that

• |Y1| = |Y2| with G[Y1 ∪ Y2] containing a complementary prism as a spanning

subgraph with a perfect matching between Y1 and Y2, and

• X2 dominates Y2.

Proof. Let G be a diameter two graph with a matching cut with matching M that

separates G into subgraphs H1 and H2. There are partitions V (H1) = X1 ∪ Y1 and
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··
·

··
·

Y1 Y2 X2

Fig. 7. A schematic of the decomposition admitted by a diameter two graph with a

matching cut as described in Lemma 2.19.

V (H2) = X2∪Y2 so that X1 is anticomplete to X2, and Y1 and Y2 are the endpoints of

edges in M . If both X1 and X2 are nonempty, then the distance between any x ∈ X1

and x′ ∈ X2 would be three, a contradiction. Without loss of generality assume X1

empty and X2 is possibly nonempty. So |Y1| = |Y2|. By Lemma 2.19, we have that

G[Y1 ∪ Y2] contains a complementary prism as a spanning subgraph. No vertex of

X2 has a vertex in Y1 as a neighbor, and since G has diameter two every vertex in

Y1 has a common neighbor with every vertex of X2 in Y2. Since each vertex of Y1

has a unique neighbor in Y2, every vertex in X2 must dominate Y2. This gives us the

decomposition.

Lemma 2.19 and Corollary 2.20 will be used later in the proofs of Lemma 2.22

and Theorem 2.26 respectively.

One potential strategy for constructing 2-BB graphs is to guarantee the result-

ing graph contains two vertex-disjoint 2-forbidden subgraphs, and utilize the arising

structure with additional properties, e.g. the triangle-free property. We explain below

the details of percolation on a triangle-free graph and matching cut.

Let G be a 2-connected graph with diameter two, and let G be triangle-free

with order at least five and a matching cut separating G into subgraphs H and H ′.

21



y

x

x′

y′

H H ′

z z′

Fig. 8. The structure of a graph which is triangle-free, has diameter two, and has

a matching cut, through the lens of percolation. Dashed lines represent

non-edges. For a fixed vertex and all edges incident to that vertex which are

dash-dotted, at most one dash-dotted edge exists in the graph. Here, z and z′

represent any other vertex in H and H ′ respectively. At most one of {xz, yz}
and at most one of {x′z, y′z} exist in the graph. As y′ may possibly not exist,

it is colored gray along with its incident edges.

Then H and H ′ are vertex-disjoint 2-forbidden subgraphs in G, and by Lemma 2.4,

a percolating set must contain at least one vertex from H and H ′. In order for a

set of size two to percolate, one must choose vertices x ∈ H and x′ ∈ H ′ where

xx′ ̸∈ E(G) and x and x′ have a common neighbor y. Without loss of generality

assume y ∈ V (H). So y ∈ ⟨{x, x′}⟩, and there is possibly a y′ ∈ H ′ having x and

x′ as neighbors (xyx′y′x is a four cycle) so that y′ ∈ ⟨{x, x′}⟩. Now, two conditions

hold showing that ⟨{x, x′}⟩ = {x, x′, y, y′}. Figure 8 highlights these conditions. Let

z ∈ H − {x, y} and z′ ∈ H ′ − {x′, y′}.

1. Since H and H ′ are 2-forbidden, z does not have x′ or y′ as a neighbor, and z′

does not have x or y as a neighbor.

2. As G is triangle-free, z has at most one neighbor in {x, y} and z′ has at most

one neighbor in {x′, y′}.

Note if |G| ≤ 4, then G is one of K2, P3, or C4.

22



Using Lemma 2.19, 2-connected graphs with diameter two with a matching cut

contain a spanning complementary prism. We show that there are finitely many

complementary prisms which are triangle-free.

Proposition 2.21. If GG is triangle-free, then G is one of K1, K2, K2, K2 ∪ K1,

P3, 2K2, P4, C4, or C5.

Proof. The complement of a triangle-free graph has independence number at most

two, and the complement of a graph with independence number at most two is

triangle-free. Let G be a graph and assume GG is triangle-free. It follows then

that G and G are triangle-free. However, since the complement of a triangle-free

graph is a graph with independence number at most two, α(G) and α(G) are at

most two. The neighborhood of any vertex in a triangle-free graph is an indepen-

dent set. As G and G are both triangle-free with independence number two, this

implies that ∆(G) and ∆(G) are at most two. If |G| ≥ 6 then one of G or G must

have a vertex with degree at least three. Thus |G| ≤ 5, and GG is triangle-free for

G ∈ {K1, K2, K2, K2 ∪K1, P3, 2K2, P4, C4, C5}.

Proposition 2.21 shows that there are nine graphs which are both triangle-free

and have independence number two. Accounting for the graphs which are comple-

ments of each other, there are six unique triangle-free complementary prisms, namely

K1K1, K2K2, P3P3, C4C4, P4P4, and C5C5. These are presented in Figure 9.

A graph G has a matching cut if and only if G can be partitioned into two

2-forbidden subgraphs. With this fact and the use of Lemma 2.19, we know the

structure of 2-connected graphs with diameter two that contain two vertex-disjoint

2-forbidden subgraphs.

Lemma 2.22. Let G be 2-connected with diameter two and let G contain two vertex-

disjoint 2-forbidden subgraphs H1 and H2 such that V (G) ̸= V (H1)∪ V (H2). Letting

V (H1) = X1 ∪ Y1 and V (H2) = X2 ∪ Y2, there is a partition of V (G) into sets {x},
X1, X2, Y1, and Y2 such that x is complete to X1 and X2, X1 is complete to Y1,

X2 is complete to Y2, and G[Y1 ∪ Y2] contains a complementary prism as a spanning

subgraph.
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K1K1 K2K2 P3P 3

P4P 4 C4C4 C5C5

Fig. 9. The six triangle-free complementary prisms.

Proof. Let G′ = G − (H1 ∪H2). We claim that every vertex in G′ has neighbors in

both H1 and H2. Without loss of generality, suppose toward contradiction that there

exists x ∈ G′ anticomplete to H2. Since G has diameter two, x must have a common

neighbor with every vertex b ∈ H2. Since H1 is a 2-forbidden subgraph, no vertex

in H1 can serve as a common neighbor of x and y. Thus, a common neighbor of x

and y can only exist in G′. So NG′(x) dominates H2. This implies there is no edge

between H1 and H2 as H2 is a 2-forbidden subgraph, with all outside edges going to

G′. By Lemma 2.9, this is impossible. So x must have neighbors in both H1 and H2.

Let H ′
1 = H1 −NH1(x) and H ′

2 = H2 −NH2(x). We claim that |H ′
1| = |H ′

2|. Indeed,
let y ∈ NH1(x). Since H1 is a 2-forbidden subgraph of G, the only other neighbors

of y lie in H1. Thus in order for y to travel to H ′
2 in at most two steps, it must be

that NH′
1
(y) dominates V (H ′

2). This is due to the fact that every vertex in H ′
2 has a

unique common neighbor in H ′
1 with y. This shows that |H ′

1| ≥ |H ′
2|. Mirroring the

argument for y′ ∈ NH′
2
(x) yields |H ′

2| ≥ |H ′
1|, and thus |H ′

1| = |H ′
2|. This then implies

that every vertex in NHi
(x) dominates H ′

i, and there is a perfect matching between
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Y1 Y2 X2X1

x

Fig. 10. The structure of a 2-connected graph with diamter two and two vertex-disjoint

2-forbidden subgraphs that do not partition the graph.

H ′
1 and H ′

2. From this we also have V (G′) = {x}; if G′ contained any other vertex

its only choice for neighbors is in G′ as every vertex in H1 and H2 have an outside

neighbor.

Since G has diameter two, any pair a ∈ H ′
1 and b ∈ H ′

2 are distance at most two

apart. By Lemma 2.19 the graph induced on V (H ′
1)∪V (H ′

2) contains a complementary

prism as a spanning subgraph. This completes the proof.

If |H ′
1| = |H ′

2| = 1 then G must be C5 (see Figure 5 center). Figures 7 and 10

taken together illustrate the structure of 2-connected graphs with diameter two and

with two vertex-disjoint 2-forbidden subgraphs.

Theorem 2.23 (Duarte et al. [46]). Let G be a graph. If G and G are connected,

then m(GG, 2) ≤ 5. If G has k components with k ≥ 2, then m(GG, 2) = k + 1.

The bound for graphs G such that G and G are connected can be improved.

By combining two theorems in [61] we have the following theorem.

Theorem 2.24 (Haynes et al. [61, Theorem 2, Theorem 3]). Let G be a graph with

order at least two. Then diam(GG) = 2 if and only if diam(G) = diam(G) = 2.
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In Theorem 2.24, diameter two complementary prisms are a special case of The-

orem 2.23. Here we are able to improve the bound from five to three.

Theorem 2.25. If G is a graph such that G and G are connected then m(GG, 2) ≤ 3.

Proof. First, we claim that GG contains a matched five cycle with a pendant as in

Figure 11. Start with vertices v1, v2 ∈ V (G) which are independent. Since G is

connected, v2 has a neighbor v3 ∈ V (G). Then there are corresponding vertices in G,

namely v1, v2, and v3 with v1 and v2 adjacent and v2 and v3 nonadjacent. Since GG

is a complementary prism, either v1 and v3 are adjacent or v1 and v3 are adjacent.

In either case, the subgraph H induced by {v1, v2, v3, v1, v2, v3} is a five cycle with a

pendant attached, which requires three vertices to infect. Without loss of generality

let {v1, v2, v3} be a percolating set of H.

v3

v2

v1

··
· v3

v2

v1

··
·

G G

Fig. 11. Any complementary prism GG with G and G connected contains a matched

five cycle with a pendant, with three matched vertices in each part, up to

permutation of v1, v2, v3 and interchange of G and G.

Next, we claim that {v1, v2, v3} is a percolating set of G. Let AG = {v1, v2, v3}
and AG = {v1, v2, v3}. Since G is connected, there is some v ∈ V (G) not yet infected

with at least one neighbor in AG. Note that as GG is a complementary prism, the

non neighbors of v in AG are the neighbors of v in AG. That is, either v has two
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neighbors in AG or v has two neighbors in AG (note this does not work if |AG| ≤ 2

and |AG| ≤ 2). Using the definition of a complementary prism, all pairs v and v come

in two forms:

1. The vertex v has at least one neighbor in AG and v has at least one neighbor

in AG.

2. Either v is anticomplete to AG or v is anticomplete to AG.

v v̄

G Ḡ

v v̄

G Ḡ

Fig. 12. The two ways in which pairs of vertices in a complementary prism can have

neighbors in a particular infected set.

For the first type, without loss of generality, v must have at least two neighbors

in AG, and thus v has one vertex in AG and v as infected neighbors. That is, both

vertices in a type (1) pair become infected. For type (2) pairs, either v or v becomes

infected, but not both. So, every pair (v, v) come in two forms; either v and v are

both infected, or exactly one of v and v is infected. We focus on the latter subset of

pairs.

Without loss of generality, if all of G is infected in GG, then by Lemma 2.7, G

must also become infected; V (G) dominates V (G) and G is connected. Suppose G

and G are not eventually infected. Then there are vertices u, u and v, v such that u

is infected, u is uninfected, v is uninfected, and v is infected. We will call (u, u) and

(v, v) opposite pairs. Since GG is a complementary prism, if u is not adjacent to v,

then u is adjacent to v and if u is not adjacent to v, then u is adjacent to v. That is

to say, GG must have one of uv or uv as an edge. Without loss of generality assume

u is not adjacent to v. Then u has u and v as infected neighbors. That is u must
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u

v

u

v

G G

u

v

u

v

G G

Fig. 13. Opposite pairs in a complementary prism at an arbitrary point of infection.

eventually become infected. Iterating this comparison, either there exists an opposite

pair, or all vertices in either G or G are infected.

Complementary prisms have been studied in the related concepts of monophonic

convexity and geodetic convexity [89, 90, 30]. The house graph and its complement,

the path on five vertices, highlight the difference between the P3-hull number and the

monophonic interval number in Theorem 4.6 of [90] and the geodetic hull number in

Theorem 3.8 of [30]. See Figure 14.

Theorem 2.26. If G is a 2-connected graph with diameter two and contains two

vertex-disjoint 2-forbidden subgraphs, then m(G, 2) ≤ 3.

Proof. Let G be a graph which is 2-connected with diameter two. Let H1 and H2 be

two vertex disjoint 2-forbidden subgraphs of G , and let G′ = G− (H1 ∪H2).

Case 1. G′ nonempty. By Lemma 2.22, we have V (G′) = {x}, and a partition

of V (G) into {x}, Yi = V (Hi) − NHi
(x), and Xi = NHi

(x) for i = 1, 2, where

G[Y1 ∪ Y2] contains a complementary prism as a spanning subgraph, and Xi is

complete to Yi. It is a fact that for any graph G, either G or G is connected.

Without loss of generality assume G[Y1] is connected. A set comprising one vertex

in X1, one in X2, and one in Y1 is a percolating set. So m(G, 2) ≤ 3.
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G G GG

Fig. 14. The house graph G, its complement G ∼= P5, and its complementary prism.

The monophonic number and geodetic hull number of GG are two, but the

P3-hull number is three.

Case 2. G′ empty. There is a matching cutM separatingH1 andH2. By Corollary

2.20, we have V (H1) = X1∪Y1 and V (H2) = X2∪Y2 such that G[Y1∪Y2] contains a

spanning complementary prism and Xi is complete to Yi for i = 1, 2. By Theorem

2.25 it follows that m(G[Y1∪Y2], 2) ≤ 3. Note that since G is 2-connected, we have

|Y1| = |Y2| ≥ 2. So, infecting G[Y1 ∪ Y2] leads to X1 and X2 becoming infected.

There are exactly six triangle-free complementary prisms. LetG be a 2-connected

graph with diameter two and letG be triangle-free with two vertex-disjoint 2-forbidden

subgraphs H1 and H2. If V (G) = V (H1)∪V (H2), then using Lemma 2.19 and Propo-

sition 2.21 G must either be one of the six triangle-free complementary prisms, P3,

or the graph constructed by taking K2K2 and adding an independent set which is

complete to the K2 part (this includes C5). See Figure 15 (left) for an illustration of

the last of the mentioned graphs.

Otherwise if V (G)−(V (H1)∪V (H2)) is nonempty, G exhibits the decomposition

in Lemma 2.22. Referencing Figure 10, if G is triangle-free then G[Y1∪Y2] can only be

isomorphic to K2, as otherwise G[Y1] or G[Y2] contains an edge and forms a triangle

with a vertex in X1 or X2 respectively. Thus in this case G can only take the form

where G[Y1 ∪ Y2] ∼= K2, and X1 and X2 contain an arbitrary number of vertices
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each. In other words, G is the disjoint union of a singleton x with an edge uv with

an arbitrary number of paths of length two between x and u and between x and v

(See Figure 15 (center)). Notice C5 can be expressed as the left and center graphs in

Figure 15, and the 2-forbidden subgraphs are illustrated in Figure 5.

In the opposite direction, one can also find a 2-connected graph with diameter

two which is 2-BB with arbitrarily many triangles. Take the disjoint union KnKn

with an independent set of any size which is complete to the Kn part.

··
·

··
·

··
· ··
·

Fig. 15. Each graph is 2-connected with diameter two. Left: A triangle-free graph with

two vertex-disjoint 2-forbidden subgraphs which partition the graph. Center:

A triangle-free graph with two vertex-disjoint 2-forbidden subgraphs which

do not partition the graph. Right: The graph K5K5 with an independent set

complete to the K5 part.

2.4 Local Connectivity and Strongly r-BG Graphs

We say a graph is strongly r-BG if every r-set of vertices percolate the graph.

The star with at least two leaves is an example of a graph which is not strongly 2-BG,

and also a counterexample to Theorem 2.27 with the assumption that G is connected

rather than 2-connected.

Theorem 2.27. Let G be a 2-connected graph of order n ≥ 4. Then G is strongly

2-BG if and only if G does not contain a 2-forbidden subgraph H with 2 ≤ |H| ≤ n−2.

Proof. Assume G is strongly 2-BG. Suppose toward contradiction that G contains a

2-forbidden subgraph H with 2 ≤ |H| ≤ n− 2. Let G′ = G−H, and note |G′| ≥ 2.
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Pick A ⊆ V (G′) as an initial infected set with |A| = 2. Notice that every vertex in

H has at most one neighbor in G′. However, as G is strongly 2-BG, it must be that

⟨A⟩ = V (G). That is, the infection must spread from G′ to H, and may only do so if

at least one vertex of H has at least two neighbors in G′. This is a contradiction.

Now assume G does not contain a 2-forbidden subgraph H with 2 ≤ |H| ≤ n−2.

Let A ⊂ V (G) such that |A| = 2 and let H = G[⟨A⟩]. Suppose toward contradiction

that V (H) ̸= V (G), i.e. A does not percolate. Let G′ = G − H. Every vertex

v ∈ V (G′) has at most one neighbor in H, as otherwise if v has two or more neighbors

in H, then v ∈ H. This implies G′ is a 2-forbidden subgraph of G. By assumption

|G′| ≤ n − 2, and since G is 2-connected, |G|′ ̸= 1. As 2 ≤ |G′| ≤ n − 2, this is a

contradiction.

For n = 3, the triangle is a counterexample to Theorem 2.27. That is, K3 is

strongly 2-BG, but it contains a 2-forbidden subgraph of order two in the form of

an edge. It remains an open problem of whether Theorem 2.27 may be generalized

for graphs G with order at least 2r containing no r-forbidden subgraph H with r ≤
|H| ≤ n− r.

A graph is locally connected if the open neighborhood of each vertex in the graph

induces a connected graph [34].

Proposition 2.28 (Bushaw et al. [25]). Let G be a connected graph of order at least

three. If G is locally connected, then G is 2-BG.

A sketch of Proposition 2.28 is shown in Figure 16.

In [25] it is noted that any pair of adjacent non-pendant vertices percolate the

graph. We further observe that the only connected graph which is locally connected

with at least one pendant vertex is K2, and that any two non-adjacent vertices with

a common neighbor percolate. The converse of Proposition 2.28 is not true. One

example of a graph which is 2-BG but not locally connected is given by Cn with

edges added between every pair of vertices at distance two. This is known as the

square of a cycle (see Figure 17). In the case that G has diameter two, we can show

that the property of local connectedness is equivalent to being strongly 2-BG.
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Fig. 16. The infection process in a locally connected graph is shown.

Corollary 2.29. Let G be a locally connected graph. Then G is strongly 2-BG if and

only if G has diameter at most two.

Proof. Assume G is strongly 2-BG. Then by definition, every pair of vertices perco-

lates G. If two vertices x and y are distance at least three from each other, then they

have no common neighbors. That is, ⟨{x, y}⟩ = {x, y}. Thus, every pair of vertices

in G must be at distance two or less from each other.

Assume G has diameter at most two. Let x, y ∈ V (G) such that x and y are not

adjacent. Then since G has diameter two, x and y must share a common neighbor

z. This implies z ∈ ⟨{x, y}⟩, and in particular infecting x and y leads to two infected

pairs of adjacent vertices, namely {x, z} and {y, z}. By Proposition 2.28 any pair of

adjacent vertices percolates G. So ⟨{x, y}⟩ = V (G). We’ve shown that any pair of

adjacent or non-adjacent vertices percolates G.
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Fig. 17. A locally connected graph with diameter five which is not strongly 2-BG (left),

and a strongly 2-BG graph which is not locally connected (right).

2.5 Maximal Percolating Sets and Their Structure

In this subsection we will assume that the threshold r = 2.

Definition 2.30 (Maximal Percolating). A k-set A ⊆ G is maximal percolating if

there is no other k-set A′ ⊆ V (G) such that ⟨A⟩ ⊂ ⟨A′⟩.

If there is a k-set of vertices which percolate, then m(G, 2) ≤ k. However, if no

k-set percolates the graph, then it may be useful to define a notion of maximal in

relation to closures. We may gain some insight into the structure of G through the

closure of k-sets of vertices which are not properly contained in the closure of another

k-set. Maximal percolating sets are a natural object to define and study. Lemma

2.32 allows us to narrow down the structure of the subgraphs induced by maximal

percolating k-sets, along with their interaction with the rest of the graph.

We begin with an observation.

Observation 2.31. If G has diameter at most two, then G[⟨A⟩] has diameter at most

two for any k-set A ⊆ V (G) with k ≥ 2.

Observation 2.31 comes from the fact that G has diameter two. If any pair of

vertices x, y ∈ ⟨A⟩ are nonadjacent, then they must have a common neighbor z in

G. Since z is adjacent to both x and y, it must be that z ∈ ⟨A⟩. Thus every pair of

vertices in ⟨A⟩ are adjacent or share a common neighbor.

This line of thinking may be a useful tool to prove things about the structure of

a closure and it’s interaction with the remainder of the graph. That is, any hereditary

property of G is by definition a property of G[⟨A⟩]. So global properties of the graph

may give us insight into its local structure with regards to closures of vertex sets.
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Lemma 2.32. Let G be a 2-connected graph with diameter two, let A ⊆ V (G) be a

maximal percolating k-set with ⟨A⟩ ≠ V (G) and k ≥ 3, and let H = G[⟨A⟩]. Then

(i) H is two-connected.

(ii) Every vertex in V (H) has at least one neighbor in G−H.

(iii) A is an independent set.

(iv) Every vertex in V (H) has at most two neighbors in A.

v

ℓ1
B3

B2

B1

G−H
x

X

H

Z ′ Z

Fig. 18. Cases in the proof of Lemma 2.32. Left: Case (i), blocks are highlighted

without their common cut-vertex v. Right: Case (ii).

Proof. (i) Suppose toward contradiction that H is not two-connected. By Obser-

vation 2.31, the diameter of H is two. Thus H must have a unique cut-vertex

v with blocks mutually intersecting at v, and v must be dominating [122, Ex-

ercise 2.1.44]. Since each block minus v induces a 2-forbidden subgraph of H,

by Lemma 2.4 each block contains exactly one vertex from A and thus there

are k blocks. Let V (H) = {v} ∪⋃k
i=1Bi where Bi is the set of vertices in the

ith block not including v (see Figure 18.) Let A = {ℓ1, ℓ2, . . . , ℓk} with ℓi ∈ Bi.

by Corollary 2.29, any choice of ℓi works; since v is dominating, each block

induces a graph which is locally connected with diameter two and thus strongly

2-BG. We claim that A is not maximal percolating. Indeed, if every vertex of

H − v has no neighbor in G−H, then v is a cut-vertex of G, a contradiction.

So without loss of generality, we let ℓ1 ∈ B1 be a vertex with a neighbor x in
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G−H. But then ⟨{x, ℓ2, . . . , ℓk}⟩ contains A (and thus ⟨A⟩), as the vertices x

and ℓ2, . . . , ℓk infect v, and then ℓ1 becomes infected by x and v. This shows A

is not maximal percolating, a contradiction. So, H must be two-connected.

(ii) Let X ⊆ V (G−H) be the vertices with a neighbor in H. Note since G−H is

2-forbidden, vertices in X have exactly one neighbor in H. Let V (H) = Z ∪Z ′

such that vertices in Z have no neighbor G−H, and vertices in Z ′ have at least

one neighbor in G−H.

Since G has diameter two, each z ∈ Z has a common neighbor with every vertex

in X, and since each z ∈ Z has no neighbors in G −H, the common neighbor

must be in Z ′. Notice that for z′, z′′ ∈ Z ′, we have NX(z
′) ∩ NX(z

′′) = ∅
(otherwise there is x ∈ X where x has two neighbors in Z ′.) So, for any z ∈ Z,

it must be that z dominates Z ′. If |Z| ≥ 2, then any two vertices percolate H

and thus A is not maximal percolating. If Z = {z} then by (i) notice H − z is

connected. Since z dominates H − z and H is 2-connected, H must be locally

connected. By Observation 2.31, the diameter of H is two. Thus by Corollary

2.29 ⟨{x, z}⟩ contains H for any x ∈ H − z, a contradiction to the assumption

that A is maximal percolating.

(iii) Suppose two vertices x, y ∈ A are adjacent. By (ii), every vertex in A has a

neighbor in G−H. Let z be the neighbor of x in G−H and let A′ = {z}∪A\{x}.
Notice that infecting A′ results in x becoming infected from z and y. Then ⟨A′⟩
contains A and thus A is not maximal percolating, a contradiction.

(iv) Suppose there is a vertex x ∈ V (H)−A with at least three neighbors in A. Let

a ∈ A be a neighbor of x. By (ii) a has a neighbor z ∈ G −H, and similar to

the proof of (iii), we let A′ = {z}∪A\{a}. Then x becomes infected by A\{a},
and a becomes infected by x and z. That is, ⟨A′⟩ contains ⟨A⟩, a contradiction.

2.6 Forbidden Induced Subgraphs

In joint work with Hudson LaFayette and Kevin McCall, we build upon the

results in [25]. In [67], we prove Theorem 2.33, which is an improved version of a
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conjecture in [25].

Theorem 2.33 (Ibrahim, LaFayette, and McCall [67]). Let G be a 2-connected graph

with diameter two. If G is C5-free, then m(G, 2) = 2.

Proof. Let G be as described. Let A ⊂ V (G) be maximal with |A| = 2 and let

H = G[⟨A⟩]. We claim H contains at least two dominating vertices. Let v be a

vertex in H with a neighbor w in G − H, and suppose toward contradiction that v

is not dominating in H. Then v has a non-neighbor x in H. Since G has diameter

two, v and x have a common neighbor y. Since v, x ∈ ⟨A⟩ and y is adjacent to both

v and x, it must be that y is in H. Similarly, x and w must have a common neighbor

z, and z must be in G − H as otherwise w would not be in G − H. That is, every

vertex in G−H has at most one vertex in H as a neighbor. By this observation and

the independence of v and x, it must be that {v, w, x, y, z} induces a C5 in G. Since

G is C5-free, this is a contradiction. Thus, v must be dominating in H.

We have shown that for any edge uv with u ∈ V (G − H) and v ∈ V (H), it

must be that v is dominating in H. Since G is 2-connected, there must be more than

one vertex in H with a neighbor in G−H. In other words, H contains at least two

dominating vertices. For two dominating vertices x, y ∈ V (H), if x′ is the neighbor of

x in G−H, then ⟨{x′, y}⟩ contains H. This implies A is not maximal percolating.

We now prove a structural lemma.

Lemma 2.34. Let G be a 2-connected graph with diameter two and let A ⊆ V (G).

If H = G[⟨A⟩], then V (G − H) = X ∪ Y where every vertex in X has exactly one

neighbor in V (H) and every vertex in Y has no neighbor in V (H). Furthermore, if

G[X] is connected, then m(G, 2) ≤ |A| + 1. Otherwise if G[X] is disconnected, Y

must be nonempty.

Proof. Any vertex in V (G−H) has at most one neighbor in ⟨A⟩, as otherwise such a

vertex would have become infected. Thus, G−H is a 2-forbidden subgraph of G and

we can partition V (G−H) into sets X and Y with every vertex in X having exactly

one neighbor in V (H) and Y anticomplete to V (H).
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If G[X] is connected, then by Lemma 2.7 we have for any x ∈ X that X ⊂
⟨A ∪ {x}⟩. In order for any vertex in y ∈ Y to travel to a vertex in H in at most

two steps, it must first travel to X. Since every vertex in X has a unique neighbor in

V (H), it must be that y has at least |V (H)| neighbors in X. Thus Y ⊂ ⟨A ∪ {x}⟩.
If G[X] is disconnected, then by Proposition 2.10, it cannot be that Y is empty.

Lemma 2.7 and Proposition 2.10 provide some insight in how an infection may

grow by adding an additional vertex to some initial infected set. Let G be a 2-

connected graph with diameter two. Recall that when the percolation threshold is

2, any vertex not contained in the closure of a set has at most one neighbor in that

closure. For A ⊆ V (G) the partition V (G) = ⟨A⟩ ∪ X ∪ Y is a helpful way to view

G, where X is the set of vertices with exactly one neighbor in ⟨A⟩ and Y is the set

of vertices with no neighbor in ⟨A⟩.

Theorem 2.35 (Cappelle et al. [29]). Let G be 2-connected and diameter two. If G

is C6-free then m(G, 2) ≤ 4

We can improve the upper bound here by one.

Theorem 2.36. Let G be 2-connected and diameter two. If G is C6-free with |G| ≥ 6

or C7-free with |G| ≥ 7 then m(G, 2) ≤ 3.

Here we present two proofs, one for C6-free graphs, and another for both C6-free

and C7-free.

Proof (C6-free). Assume α(G) ≤ 2. Any maximal independent set is a dominating

set, so by Lemma 2.7 we have m(G, 2) ≤ α(G)+1 ≤ 3. So we may assume α(G) ≥ 3.

Let A be a maximal percolating 3-set of vertices in G. If ⟨A⟩ = V (G) then we

are done. Otherwise, ⟨A⟩ ≠ V (G) and by Lemma 2.32 we may assume A is an

independent set of size three. Since G has diameter two, each pair of vertices in A

must have a common neighbor, and by Lemma 2.32 since A is maximal percolating,

there is no vertex in ⟨A⟩ adjacent to all of A. That is, the common neighbors of pairs

in A are unique. Let the set of common neighbors be A′. Notice since A is maximal
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percolating and A ⊆ ⟨A′⟩, we have ⟨A⟩ = ⟨A′⟩. This implies that A′ is maximal

percolating, and thus an independent set. But then A ∪ A′ induces a copy of C6 in

G, a contradiction.

Proof 2. Let G be a 2-connected graph with diameter two such that G is C6-free.

Let a, b ∈ V (G) such that ab ̸∈ E(G) and let H be the graph induced on ⟨{a, b}⟩.
Consider the partition V (G) = V (H)∪X ∪Y , with every vertex of X having exactly

one neighbor in V (H) and every vertex of Y having no neighbor in H. Note, every

vertex y ∈ Y must have at least |H| ≥ 2 distinct neighbors in X. This is because

y has no neighbor in H, the diameter of G is 2, and every vertex in X has exactly

one neighbor in H. That is, 2 distinct vertices in H cannot have the same common

neighbor in X with y, as that common neighbor would then belong to H. We will

use this fact later.

If G[X] is connected, by Lemma 2.34 we have A∪{x} percolates for any x ∈ X.

If G[X] is disconnected, by Lemma 2.34 Y is nonempty. Pick any vertex y ∈ Y

and consider ⟨{a, b, y}⟩. If X ⊂ ⟨{a, b, y}⟩ then since every vertex in Y has at least

two distinct neighbors in X, we have Y ⊂ ⟨{a, b, y}⟩ and thus ⟨{a, b, y}⟩ = V (G).

Since G has diameter two, there is at least one vertex in each component which has

a neighbor in Y . For each i, since every vertex in Xi has a neighbor in H, and Xi

is connected, if one vertex becomes infected in Xi, every vertex will become infected

in Xi. In other words, if V (Xi) ∩ ⟨{a, b, y}⟩ is nonempty, then V (Xi) ⊂ ⟨{a, b, y}⟩.
From these facts, if Y ⊂ ⟨{a, b, y}⟩, then since every component Xi has a neighbor in

Y , we have X ⊂ ⟨{a, b, y}⟩ and thus ⟨{a, b, y}⟩ = V (G). Note that this includes the

special case Y = {y}.
We assume then that there are vertices in Y and components in X which are not

contained in ⟨{a, b, y}⟩, in other words Y ′ = Y − ⟨{a, b, y}⟩ and X ′ = X − ⟨{a, b, y}⟩
are nonempty. Since G has diameter two, for every vertex x ∈ X ′ there is a common

neighbor w ∈ Y ′ of x and y. That is to say, y has at least one neighbor in Y ′.

What follows is illustrated in Figure 19. Since a and b are independent, they

have a common neighbor z ∈ V (H). Since the diameter of G is 2, there is a common

neighbor y′ ∈ X ∩ ⟨{a, b, y}⟩ of z and y (since z and y are infected, so too is y′).
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Similarly, there is common neighbor w′ ∈ X ′ of w and b. If w′ ∈ ⟨{a, b, y}⟩ then
w would have become infected. So y′ and w′ are not in the same component. Now

C = zbw′wyy′z is a cycle of length 6. However since G is C6-free, C must contain

a chord. No chord can have w or w′ as an endpoint, as otherwise they would be in

⟨{a, b, y}⟩. Of the remaining possibilities, no chord can have y as an endpoint as y is

distance 2 from z and b, and lastly y′b is not an edge, as then y′ ∈ ⟨{a, b}⟩.
The proof is identical in the case that G is C7-free but not C6-free, except y

′ is

adjacent to a instead of z. This is the reason why we pick independent vertices a

and b at the start (otherwise, choosing a and b such that ab ∈ E(G) is sufficient in

proving C6 case).

Y

H

a b

z

y

X1 X2 · · · Xk w′

w

y′

Fig. 19. A 2-connected, diameter two graph partitioned into three sets with a C6 dis-

played.

The bound is sharp for the Möbius ladder on eight vertices, seen in Figure 6

(left). This proof method generalizes. We use induction on k to prove an upper

bound on m(G, 2) for Ck-free graphs in terms of k.

Corollary 2.37. If G is 2-connected, has diameter two, and is Ck-free for any 5 ≤
k ≤ n then m(G, 2) ≤ ⌈(k − 3)/2⌉+ 1.
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Proof. Let G be a 2-connected, diameter two graph with order n, and let k be an

integer such that 5 ≤ k ≤ n. For k = 5 we have m(G, 2) ≤ 2 by Theorem 2.33, and

for k = 6 and k = 7 Theorem 2.36 gives m(G, 2) ≤ 3. We assume true up to k = 7

and consider k ≥ 8. Assume G is Ck-free. If G is Ct-free for some t ≤ k − 1 then

by the induction hypothesis m(G, 2) ≤ ⌈(t − 3)/2⌉ + 1 ≤ ⌈(k − 3)/2⌉ + 1. So we

may assume G contains every cycle Ct for 5 ≤ t ≤ k − 1 as an induced subgraph.

In particular, G contains a copy of Ck−3, say C, as an induced subgraph. Let A be

a minimum percolating set of C. In other words, A is a set of ⌈(k − 3)/2⌉ vertices
and ⟨A⟩ contains C. Let H = G[⟨A⟩] and let a, b ∈ V (C) such that dC(a, b) = 2.

Consider the partition V (G) = V (H)∪X ∪Y , with every vertex of X having exactly

one neighbor in V (H) and every vertex of Y having no neighbor in H. Note that

every vertex in Y has at least |H| neighbors in X.

If G[X] is connected, by Lemma 2.34 we have A∪{x} percolates for any x ∈ X.

So we may assume G[X] is disconnected and Y is nonempty. Let y ∈ Y and consider

A′ = A ∪ {y}. If X ⊂ ⟨A′⟩ or Y ⊂ ⟨A′⟩ then V (G) = ⟨A′⟩ and we are done.

What follows is illustrated in Figure 20. Assume now that Y ′ = Y − ⟨A′⟩ and
X ′ = X − ⟨A′⟩ are nonempty. Let y′ ∈ X ∩ ⟨A′⟩ be the common neighbor of y and

a. Note that y has some neighbor w ∈ Y ′. Let w′ ∈ X be the common neighbor of w

and b.

Now if x is the common neighbor of a and b in C, then C − x is an induced

path of length k − 4 in G. Let A′′ = {w,w′, y, y′} ∪ V (C − x). Notice |A′′| = k. We

claim A′′ induces a cycle of length k in G. Indeed, C − x is an induced path, and

there is no additional edge from any of {w,w′, y, y′} to C − x. For the remaining 3

possible edges, if w′ ∼ y′ or w′ ∼ y then w′ would have been infected. If w ∼ y′ then

w would have been infected. Thus A′′ induces a cycle of length k, a contradiction.

Thus ⟨A′⟩ = V (G).

Theorem 2.38. If G is 2-connected, diameter two, and 2K2-free then m(G, 2) ≤ 3.

Proof. Let a, b ∈ V (G) such that ab ̸∈ E(G) and consider ⟨{a, b}⟩. Let V (G) =

⟨{a, b}⟩ ∪X ∪ Y be the partition with every vertex in X having exactly one neighbor
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· · ·
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x

y

X1 X2 · · · Xk w′

w

y′

Fig. 20. An illustration of the setup in Corollary 2.37. There is an induced cycle of

length k − 3 and consequently an induced path between a and b of length

k − 4.

in ⟨{a, b}⟩ and every vertex in Y anticomplete to ⟨{a, b}⟩.
If G[X] is connected, by Lemma 2.34 we have A∪{x} percolates for any x ∈ X.

So we may assume G[X] is disconnected and Y is nonempty. Let y ∈ Y and consider

⟨{a, b, y}⟩. If either X ′ = X − ⟨{a, b, y}⟩ or Y ′ = Y − ⟨{a, b, y}⟩ are empty, then

V (G) ⊆ ⟨{a, b, y}⟩. Thus both X ′ and Y ′ are nonempty.

The following is illustrated in Figure 21. Since G has diameter two, y must have

at least one neighbor w ∈ Y ′ which y uses to travel to X ′ in at most 2 steps. Now

y has a common neighbor y′ ∈ X ∩ ⟨{a, b, y}⟩ with a and w has a common neighbor

w′ ∈ X ′ with b. We claim the edges ay′ and bw′ induce a copy of 2K2. Indeed

1. ab ̸∈ E(G) by assumption.

2. by′ and aw′ are not in E(G), as otherwise y′ or w′ would be in ⟨{a, b}⟩.

3. y′w′ ̸∈ E(G), as then w would be in ⟨{a, b, y}⟩.
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Thus, it cannot be the case that X ′ and Y ′ are both nonempty. That is,

⟨{a, b, y}⟩ = V (G).

Y

H

a b

y

X1 X2 · · · Xk w′

w

y′

Fig. 21. An illustration of the setup in Theorem 2.38. Here the edges ay′ and bw′

induce a 2K2.

The bound in Theorem 2.38 is sharp for two infinite family of graphs described

at the end of Section 2.3 and illustrated in Figure 15. These are the triangle-free,

2-connected graphs with diameter two and two vertex-disjoint 2-forbidden subgraphs.
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CHAPTER 3

GRAPHS WITH INDEPENDENCE NUMBER TWO

Let G be a finite, simple graph. We recall a few definitions. A set I ⊆ V (G)

is independent if no two vertices in I are adjacent. The independence number of

G, denoted α(G), is the maximum size of an independent set. Figure 22 shows three

examples of graphs with independent sets. The graphs with independence number one

are the complete graphs. What can one say then about the graphs with independence

number two? Let α2 be the class of graphs with independence number at most two.

The complement of any graph G ∈ α2 is triangle-free and vice versa. This suggests

that, while graphs in α2 are “one step up” from cliques, their structure is diverse as

with the well-studied triangle-free graphs.

Fig. 22. Three graphs with maximum independent sets highlighted with green squares.

On the left is C7, and on the right is the Petersen graph.

Definition 3.1 (α-critical). An edge e ∈ E(G) is critical if α(G− e) = α(G) + 1. A

graph G is α-critical if G has independence number α and every edge e ∈ E(G) is

critical.

An example of a graph in α2 which is α-critical is C5. The removal of any edge

in C5 yields P5, which has independence number three. We say a graph G is triangle-

saturated (or maximally triangle-free) if G is triangle-free and for any e ∈ E(G) the

graph G + e contains a triangle. Graphs in α2 which are α-critical are exactly the
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complements of triangle-saturated graphs.

3.1 Motivation – Hadwiger’s Conjecture

Recall that the chromatic number of a graph G, denoted χ(G), is the minimum

number of colors needed to color the vertices of G so that no two adjacent vertices

share the same color. One observation to be made is that χ(G) ≥ ω(G), where ω(G)

is the maximum size of a clique in G. However, this lower bound is not always sharp;

the gap between χ(G) and ω(G) can be arbitrarily large. One method of showing

this is due to Mycielski, who showed it is possible to construct graphs which are

triangle-free (clique number two) with arbitrarily large chromatic number [88].

Definition 3.2. Let G and H be graphs, |H| ≤ |G|, and let V (H) = {v1, v2, . . . , vk}.
We say G contains H as a minor if there are disjoint subsets V1, V2, . . . , Vk of V (G)

satisfying the following:

1. G[Vi] is connected.

2. For every vivj ∈ E(H), there is an edge between Vi and Vj.

Alternatively, one can say H can be obtained from G by a sequence of edge contrac-

tions and vertex deletions.

Fig. 23. Left: A K3 minor in C5. Right: A K4 minor in C8.
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In particular, we are interested in Kt minors. We let H ⪯ G denote “G contains

H as a minor”, or “G is contractible to H”.

Conjecture 3.3 (Hadwiger [60]). If χ(G) ≥ t then Kt ⪯ G.

We say a graph is HW if the graph satisfies Conjecture 3.3. Hadwiger’s Con-

jecture gives a structural justification for when χ(G) > ω(G). Graphs in α2 are of

particular interest for Hadwiger’s Conjecture, and this special case was first consid-

ered by Duchet and Meyniel [47]. There are many results for particular classes of

graphs, however, Hadwiger’s conjecture is not known to be true for all graphs in α2.

Since no two adjacent vertices are assigned the same color in a proper coloring of

a graph, the sets of vertices with the same color, or color classes, are also independent

sets. Thus if G ∈ α2 and n = |V (G)|, then χ(G) ≥ n/2. Conjecture 3.3 then implies

that for a graph G ∈ α2, we have Kt ⪯ G for t ≥ ⌈n/2⌉. There is, however, an

equivalent statement of Hadwiger’s Conjecture for graphs in α2.

Conjecture 3.4. If G ∈ α2 then G contains a K⌈|V (G)|/2⌉ minor.

Plummer, Stiebitz, and Toft [93] show that Conjecture 3.4 implies Conjecture

3.3 for graphs in α2. That is, to show that G is HW, one need only exhibit a complete

minor of size exactly ⌈n/2⌉, rather than a complete minor of size χ(G) ≥ ⌈n/2⌉.

Observation 3.5. Fix t ≥ 1. If for every α-critical graph G with α(G) = t we have

that G is HW, then every graph with independence number t is HW.

Observation 3.5 follows from the fact that every graph with independence number

α has a spanning α-critical subgraph, which can be obtained by removing non-critical

edges iteratively.

Question 3.6 (Seymour). Let G ∈ α2. Does there exist c > 1/3 so that K⌈cn⌉ ⪯ G?

For a surveys on Hadwiger’s Conjecture, see Seymour [105] and Cameron and

Vušković [26].
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3.2 Some General Structure

We collect several known and basic structural facts.

Lemma 3.7. Let G ∈ α2 and assume G has diameter two. Then G contains at least

⌊n/2⌋ vertices of degree at least ⌊n/2⌋ when n is odd and δ = ⌊n/2⌋, or otherwise

contains at least ⌈n/2⌉ vertices of degree at least ⌈n/2⌉.

Proof. Let G ∈ α2. Assume that G has diameter two. Let v be a vertex of minimum

degree δ. If δ ≥ ⌈n/2⌉, we are done. Assume now δ < ⌈n/2⌉. Let N be the δ vertices

adjacent to v and C be the vertices at distance 2 from v. Because α(G) = 2, the

vertices in C form a clique, and |C| = n − δ − 1. Since G has diameter two, every

vertex in C has at least one neighbor in N . Let x ∈ C. If n is even, or if n is odd

with δ < ⌊n/2⌋, then

d(x) ≥ (|C| − 1) + 1

= n− δ − 1

≥ n−
(⌊n

2

⌋
− 1

)
− 1

= n−
⌊n
2

⌋

=
⌈n
2

⌉

Otherwise, if n is odd and δ = ⌊n/2⌋, then |C| = ⌊n/2⌋ and d(x) ≥ ⌊n/2⌋ for each
x ∈ C.

We recall a well-known theorem of Brooks.

Theorem 3.8 (Brooks [22]). Let G be a connected graph with maximum degree ∆.

If G is a complete graph or odd cycle, then χ(G) = ∆ + 1. Otherwise, χ(G) ≤ ∆.

Proposition 3.9. If G is a connected graph with α(G) = 2 and ∆(G) < n/2, then

G ∼= C5.

Proposition 3.9 is a consequence of Brooks’ Theorem.
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Fig. 24. A graph of order seven in α2. Six vertices have degree 3 = ⌊7/2⌋ and exactly

one with degree 4 = ⌈7/2⌉. The graph has exactly ⌈n/2⌉ vertices of degree

exactly ⌈n/2⌉.

Proof 1. (Using Brooks’ Theorem). Note that for any graph G, the inequality

χ(G) ≥ n/α(G)

holds. Let G be an order n graph with α(G) = 2 and ∆(G) < n/2. Then χ(G) ≥ n/2.

If G is not a complete graph or odd cycle, then by Theorem 3.8, we have ∆(G) ≥
χ(G) ≥ n/2. This contradicts our assumption that ∆(G) < n/2.

Otherwise, if G is a complete graph or odd cycle, Gmust be isomorphic to C5.

We provide another proof, without the use of Brooks’ Theorem.

Proof 2. If G has diameter 3, then G is two cliques A,B joined by at least one

edge xy. Let |A| ≥ |B| and x ∈ A. Then d(x) ≥ n/2. So G must have diameter

two. For any vertex v, we can partition G into {v}, the neighbors N of v, and a

clique C of size n − d(v) − 1. Since the diameter of G is 2, every vertex in C has

at least one neighbor in N , or degree at least |C|. As d(v) ≤ ∆ < n/2, we have

|C| ≥ ⌈n/2⌉ − 1. Furthermore, as every vertex w ∈ C must also have degree at most

∆, we have ⌊n/2⌋ ≥ d(w) ≥ |C|. Then

⌊n/2⌋ ≤ |C| ≤ ⌈n/2⌉ − 1,

i.e. |C| = ⌊n/2⌋. Then |N | = ⌊n/2⌋ for any v, and thus G is regular of degree

⌊n/2⌋. As ⌊n/2⌋ = n/2 for even n, it must be that n is odd. Note since the sum of

degrees must be even and G is regular, n must be of the form 4k + 1 for k = 1, 2, . . .

so that that n is odd and ⌊n/2⌋ is even. So |C| = |N | = 2k. We will show that
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|N | ≤ 2. If w ∈ C, then d(w) = ⌊n/2⌋ and C being a clique implies w has exactly

one neighbor in N . As G is regular of degree ⌊n/2⌋, it cannot be the case that some

vertex in N dominates C. Thus there exist x, x′ ∈ N and w,w′ ∈ C so that xw

and x′w′ are independent edges in G. Since α(G) = 2, N − x and N − x′ must

induce cliques. Otherwise, a non-adjacent pair in N − x forms an independent set

with w, and similarly with N − x′ and w′. It follows that x and x′ are independent

with exactly one neighbor in C, as they each have ⌊n/2⌋ − 2 neighbors in N , v as

a neighbor, and at least one neighbor in C. If |N | = 2 then we have C5. Assume

|N | ≥ 4. Then N ′ = N − {x, x′} is nonempty. Let y ∈ N ′. Since N − x and N − x′

induce cliques, y must be adjacent to every vertex in N . It follows that y has no

neighbors in C, otherwise d(y) > ⌊n/2⌋. Since |C| = |N | ≥ 4 and both x and x′ have

unique neighbors in C, there are vertices in C with no neighbors in N , a contradiction.

So |N | = 2 and C5 is the unique graph with independence number 2 and maximum

degree less than n/2.

Definition 3.10. Let G be a graph. A clique cover of G is a partition of V (G) so

that each part induces a clique in G. The clique cover number of G, denoted χ(G),

is the minimum cardinality of a clique cover.

Proposition 3.11. Let G be a graph with independence number α at most 2. If the

diameter of G is 3, then χ(G) = 2.

Proof. Let u, v ∈ V (G) so that d(u, v) = 3. Suppose there exists x ∈ V (G) −
N [u] ∪ N [v]. Then {x, u, v} is an independent set of size 3, a contradiction. Thus

for all x ∈ V (G), we have x ∈ N [u] or x ∈ N [v], however x ̸∈ N [u] ∩ N [v], as then

d(u, v) = 2. So V (G) = N [u] ∪N [v] and N [u] ∩N [v] = ∅, that is the neighborhoods

form a partition.

Suppose N [u] does not induce a clique. Then there are independent vertices

x, x′ ∈ N [u]. Then {x, x′, v} forms an independent set of size 3, a contradiction. So

N [u] forms a clique. The argument is identical for N [v].

Observation 3.12. If G ∈ α2 and χ(G) = 2, then G has a dominating edge.

Recall, any graph G ∈ α2 is the complement of a triangle-free graph. That
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is, graphs in α2 are already characterized by forbidding the empty graph K3 as an

induced subgraph. The claw and the bull are illustrated in Figure 25.

Fig. 25. The claw graph (left) and bull graph (right)

The following proposition is implied by Theorem 1.1 in [78]. We provide an

independent proof here.

Proposition 3.13. If G is claw-free, bull-free, and has diameter two, then α(G) = 2.

Proof. Let G be claw-free, bull-free, and diam(G) = 2. Suppose toward contradiction

that α(G) > 2, and let X = {x1, x2, x3} be an independent set of size 3 in G.

Since diam(G) = 2 and X is an independent set, each pair of vertices (xi, xj) has

a common neighbor yij in G − X. Since G is claw-free, the yij are distinct. Let

Y = {y12, y13, y23}. Notice, since G is bull-free, Y is also an independent set. Since

x1 x2 x3

y12 y13 y23

Fig. 26. Proof of Proposition 3.13: The independent set X and the common neighbors

of pairs form an induced C6.

Y is an independent set, x1y23, x2y13, x3y12 are not edges in G, as otherwise there

would exist a claw induced by {xi} ∪ Y . Thus H = G[X ∪ Y ] ∼= C6.

Since diam(G) = 2, the pairs (x1, y13), (x2, y12), and (x3, y23) each have common

neighbors in G − H. Let Z be the set of these common neighbors, and let H ′ =
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G[X ∪ Y ∪ Z]. Since H ∼= C6, the only other possible edges in H ′ have at least one

endpoint in Z. Consider the following three cases.

x1

y12

x2

y23

x3

y13

z1

x1

y12

x2

y23

x3

y13

z1 z2

x1

y12

x2

y23

x3

y13

z1
z3

z2

Fig. 27. Proof of Proposition 3.13: From left to right, Case 1, Case 2, and Case 3.

Case 1. Z = {z1}. For z1 ∈ Z, the sets z1 ∪ X and z1 ∪ Y each induce a claw.

This is a contradiction, since G is claw-free.

Case 2. Z = {z1, z2} where without loss of generality, z1 is the common neighbor

of (x1, y23) and (x3, y12), and z2 is the common neighbor of (x2, y13). Consider

H − z2. If z1 is adjacent to y13 or x2, then H would contain an induced claw

as z1 would dominate either X or Y , a contradiction. So z1 is independent from

y13 and x2. However, then there are bulls induced by {x1, x2, y12, y13, z1} and

{x2, x3, y13, y23, z1}, a contradiction.

Case 3. Z = {z1, z2, z3} where zi is the common neighbor of (xi, yjk) where

j, k ∈ {1, 2, 3} − {i} with j ̸= k. Let Mi be the set of edges with one endpoint

being zi and one endpoint in H. Note, 2 ≤ |Mi| ≤ 6 for each i.

Case 3a. There exists an Mi such that |Mi| = 2. Without loss of generality,

we assume i = 1. Then there are claws induced by {x3, y23, y13, z1} and

{x1, x2, y12, z1}.

Case 3b. There exists an Mi such that |Mi| = 3. Without loss of generality,

we assume i = 1. So M1 = {z1y12, z1x3, z1w} for some w ∈ H. Thus, there is

an induced bull whose triangle is formed by either {z1, y12, w} or {z1, x3, w},
and whose leaves are diametrically opposed on H.
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Case 3c. If |Mi| ≥ 5 for any i, then by the pigeonhole principle three of the

five neighbors of zi in H form an independent set, and thus along with zi an

induced claw.

Case 3d. The case of |Mi| = 4 for all i remains. If there is a zi whose

neighbors in H induce 2K2, then we are done by Case 2. If there is a zi whose

neighbors in H induce a disjoint union of P3 and K1, then the endpoints of

the P3, the vertex of K1, and zi induce a claw. We assume then that the

neighbors of each zi in H induce a P4. Let v1, v2, v3, v4 be the neighbors of z1

in H in order as they appear in the cycle (i.e. {v1, v3} ⊂ X and {v2, v4} ⊂ Y

or vice versa). Let v′1 ̸= v2 be the other neighbor of v1. Then {v1, v′1, zi, v2, v4}
induces a bull.

We’ve now shown that if G is claw-free, bull-free, and diameter two, it cannot

have an independent set of size 3. This concludes the proof.

In Proposition 3.13, notice that the diameter assumption is required; any suf-

ficiently large path or cycle (or graph containing these as an induced sub graph) is

a counterexample to the claim that a claw-free and bull-free graph of unrestricted

diameter has independence number equal to 2.

3.3 The Size of Graphs With Independence Number Two

Because independence number two and triangle-free graphs are complements,

the α-critical graphs in α2 are the complements of triangle-saturated graphs. If the

removal of any edge in G results in an independent set of size 3, then the addition

of any edge in G results in a triangle. The size of triangle-free graphs, and more

generally Kt-free graphs, have been studied extensively, most notably with Mantel’s

Theorem and Turán’s Theorem [77, 115].

Theorem 3.14 (Mantel [77]). If a graph G is triangle-free, then the size of G is at

most ⌊n2/4⌋ with equality if and only if G = K⌊n/2⌋,⌈n/2⌉.

While this upper bound is sharp, the extremal graph is unique. What about the
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size of the other triangle-free graphs? Barefoot et al. [10] answer this for triangle-

saturated graphs, generalizing Mantel’s Theorem.

Theorem 3.15 (Barefoot et al. [10]). If G is a triangle-saturated graph, then the size

of G is either (n− k)k for some integer k, or at most ⌊(n− 1)2/4⌋+ 1.

Theorem 3.15 then implies the following for α-critical graphs in α2.

Corollary 3.16. If G is an α-critical graph in α2, then the size of G is at least

⌊n2/4⌋ − 1.

This comes from the fact that an upper bound on the size of a graph gives a

lower bound on the size of its complement. In particular, here the lower bound is

(
n

2

)
−
⌊
(n− 1)2

4

⌋
− 1.

If n is odd, then (n−1)2 is a multiple of 4 and the floor function can be dropped. If n

is even, then the quantity (n− 1)2/4 = n2/4− n/2+ 1/4 has integer part n2/4− n/2

and fractional part 1/4. In other words, in this case ⌊(n−1)2/4⌋ = n(n−2)/4. Thus,

(
n

2

)
−

⌊
(n− 1)2

4

⌋
− 1 =





(n2 − 1)/4− 1 if n odd

n2/4− 1 if n even

,

or in other words,
(
n
2

)
− (⌊(n− 1)2/4⌋+ 1) = ⌊n2/4⌋ − 1.

Using the AUTOMATED CONJECTURING PROGRAM (see [72] and [73]) we acquire a

similar bound in the form of Conjecture 3.17. While this similar bound is only as

good as that of Theorem 3.15 for every graph in α2, the independent proof may be

insightful. Let EvenG(v) (resp. OddG(v)) be the number of vertices of even (resp.

odd) distance from a vertex v in G. We omit the subscript if G is clear from context.

Conjecture 3.17. If G is a connected graph with independence number two, then

|E(G)| ≥ maxv∈V (G) |Even(v)| · |Odd(v)| − 1.

If G has diameter two and order n, then for every vertex v ∈ V (G), the vertices

of odd distance from v are precisely the neighbors of v. More generally, if v is a vertex
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of eccentricity two in G then |Even(v)| · |Odd(v,G)| = (n−d(v))d(v). This quantity is

maximized for vertex degrees which are as close to n/2 as possible, with a maximum

possible value of ⌊n2/4⌋.

Theorem 3.18. If G ∈ α2 with diameter two and minimum degree δ, then the size

of G is at least δ(n− δ)− 1.

Proof. Let G be a graph with α(G) = 2 and diam(G) = 2.

Case 1. Assume every vertex has degree at least ⌊n/2⌋. If n is even, then by the

well-known Handshaking Lemma,

|E(G)| ≥ nδ

2
≥ n

(
n
2

)

2
=

n2

4
.

If n is odd, then ⌊n/2⌋ = (n− 1)/2.

Case 2. We assume δ(G) ≤ ⌊n/2⌋−1. Since G has diameter two, for any vertex v

one can partition V (G) into {v}, the neighbors N of v, and the remaining vertices

C. Note that C is a clique, as otherwise two independent vertices with v would

make an independent set of size 3. Additionally, every vertex in C has at least one

neighbor in N , and so the degree of any vertex in C is at least |C| ≥ ⌈n/2⌉ ≥ δ+1.

If G ∈ α2 and |V (G)| = 3, then G ∼= P3 and

|E(G)| = 2 = δ(G)(n− δ(G))− 1.

We now assume |E(G)| ≥ δ(G)(n − δ(G)) − 1 is true for graphs of order smaller

than n and consider a graph G ∈ α2 with |V (G)| > n. Let δ(G) = δ.

Let v be a vertex of minimum degree δ. There is a partition of N into sets A, A′

and B, where:

• A is the set of δ-degree vertices with no neighbor in C.

• A′ is the set of δ-degree vertices with at least one neighbor in C.

• B is the set of vertices with degree at least δ + 1

Since |N | = δ, every vertex in A dominates N . Furthermore, each vertex in B

either has exactly one neighbor in C (and thus dominates N with its remaining
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δ−1 possible neighbors), or has at least two neighbors in C. Each vertex in A′ must

have a non-neighbor in C, as otherwise it would have degree larger than δ. Let

w ∈ C. Then w has |C|−1 ≥ δ vertices in C as neighbors. In addition w has at least

one neighbor in N . Let k = |N(w)∩N |. Then d(w) ≥ δ+k. Let k′ = |N(w)∩A′|.
We add edges between each vertex in N(w) ∩ A′ and its non-neighbor in C, and

remove w to obtain a new graph G′ with |E(G)| = |E(G′)| + δ + k − k′. Notice

that δ(G′) = δ as every δ-degree neighbor of w has had an edge added to it. Every

vertex in N in G′ either dominates N or has at least one neighbor in C − w, and

every vertex in C −w still has at least one neighbor in N , so the diameter of G′ is

2. We’ve removed a vertex and added edges, so α(G′) ≤ 2. Then

|E(G)| = |E(G′)|+ δ + k − k′

≥ (n− 1− δ)δ − 1 + δ + k − k′

= (n− δ)δ − 1− δ + δ + k − k′

≥ (n− δ)δ − 1,

where the first inequality follows from the induction hypothesis, and the second

inequality is because k ≥ k′.

Theorem 3.19. If G ∈ α2 with order n and G has diameter two, then the size of G

is at least maxv∈V (G) d(v)(n− d(v))− 1.

Proof. The proof will follow a case analysis based on the clique cover number χ(G)

(see Definition 3.10.)

Case 1. Assume χ(G) = 2. Since χ(G) = 2 there is a partition V (G) = A ∪ B

where A and B induce cliques. Let |A| = a and |B| = b and assume without loss of

generality that a ≥ b. First assume n is even. For some k ≥ 0 we let a = n/2 + k

and b = n/2− k. There are at least n/2− k edges with exactly one endpoint in A

and an endpoint in B, as otherwise there is some vertex y ∈ B with no neighbor in

A and some vertex x ∈ A with no neighbor in B and d(x, y) = 3, a contradiction.
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Thus

|E(G)| ≥
(
n/2 + k

2

)
+

(
n/2− k

2

)
+

n

2
− k

=
n2

4
+ k2 − k

≥ n2

4
.

In the case that n is odd, a = (n+ 1)/2 + k, b = (n− 1)/2− k, and

|E(G)| ≥
(
(n+ 1)/2 + k

2

)
+

(
(n− 1)/2− k

2

)
+

n+ 1

2
− k

=
n2

4
+ k2 +

3

4

≥ n2

4
+

3

4
.

Hence, |E(G)| ≥ ⌈n2/4⌉. In both cases we have |E(G)| ≥ ⌊n2/4⌋ ≥ maxv∈V (G) d(v)(n−
d(v)).

Case 2. Assume χ(G) = 3. By Lemma 3.7 there are at least ⌊n/2⌋ vertices

of degree at least ⌊n/2⌋ in G. Let x ∈ V (G) such that d(x) ≥ ⌊n/2⌋ and let

G′ = G− x. If χ(G′) = 3 for every such x, then we move on to Case 3. Otherwise,

we pick x so that χ(G′) = 2.

Let A ∪ B be a partition of V (G′), where A and B each induce a clique in G′.

Assume without loss of generality |A| ≥ |B|. Since α(G) = 2 the set C = V (G)−
N [x] is a clique in G. There is a partition of E(G) into four sets, namely E(G[A]),

E(G[B]), the set E(A,B) of edges with one endpoint in A and one in B, and the

set X of edges with x as an endpoint. Let d(x) = ⌊n/2⌋+ k for some k ≥ 0. Note

then that

|C| = n− (⌊n/2⌋+ k)− 1 = ⌈n/2⌉ − k − 1.

Since C is partitioned by A and B, and C is a clique, we have |E(A,B)| ≥ |C ∩
A| · |C ∩B|. As |C ∩A|+ |C ∩B| = |C|, the minimum of this product occurs when

|C ∩ A| = 1 or |C ∩B| = 1. So

|E(A,B)| ≥ ⌈n/2⌉ − k − 2.
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Since |A|+ |B| = n− 1, we let |A| = ⌈(n− 1)/2⌉+ ℓ so that |B| = ⌊(n− 1)/2⌋ − ℓ

for some ℓ ≥ 0. We have

|E(G)| = |E(G[A])|+ |E(G[B])|+ |E(A,B)|+ |X|

≥
(⌈(n− 1)/2⌉+ ℓ

2

)
+

(⌊(n− 1)/2⌋ − ℓ

2

)
+
⌈n
2

⌉
− k − 2 +

⌊n
2

⌋
+ k

=

(⌈(n− 1)/2⌉+ ℓ

2

)
+

(⌊(n− 1)/2⌋ − ℓ

2

)
+ n− 2

Putting all this together, if n is odd then

|E(G)| ≥
(
(n− 1)/2 + ℓ

2

)
+

(
(n− 1)/2− ℓ

2

)
+ n− 2

=
n2

4
− 5

4
+ ℓ2

≥
⌊
n2

4

⌋
− 1 + ℓ2. (n ̸≡ 0 (mod 4))

Note that since n is odd, n ≡ 1, 3 (mod 4). Thus n2/4 has remainder 1/4 or 3/4,

giving the last inequality. If n is even then

|E(G)| ≥
(
n/2 + ℓ

2

)
+

(
(n− 2)/2− ℓ

2

)
+ n− 2

=
n2

4
− 1 + ℓ2 + ℓ

≥
⌊
n2

4

⌋
− 1.

Similar to Case 1, this proves the bound.

Case 3. Assume χ(G) ≥ 3 and for any vertex x with d(x) ≥ ⌊n/2⌋, we have

χ(G− x) ≥ 3. Note that if χ(G) ≥ 4, then χ(G− x) ≥ 3 for any x ∈ V (G). Since

for any G ∈ α2 we have diam(G) = 3 if and only if χ(G) = 2, it must be that

χ(G) ≥ 3 implies diam(G) = 2. This allows us to use induction on n because the

diameter is preserved via vertex removal.

The claim is true for n ≤ 6, and verifiable via brute force. Let S ⊆ V (G) such

that for any s ∈ S, we have (n− d(s))d(s) = maxv∈V (G)(n− d(v))d(v). Let s ∈ S.

If s is dominating in G then (n − d(s))d(s) − 1 = n − 2 and we are done. So we
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may assume ∆ = ∆(G) < n− 1.

Case 3a. Assume dG(s) ̸= ∆. Then there is a vertex x ∈ V (G) − {s} such
that dG(x) = ∆. Since dG(s) < n − 1, there exists w ∈ V (G) such that w is

not adjacent to s. If xs ∈ E(G) then x ̸= w and we let G′ = G − x + ws.

Otherwise let G′ = G − x. If xs ̸∈ E(G) it may be the case that x = w,

however in both G− x and G− x + ws, we have dG′(s) = dG(s). Define 1xs

to be 1 if xs ∈ E(G) and 0 otherwise. Then

|E(G)| = |E(G′)|+ dG(x)− 1xs

≥ max
v∈V (G′)

(n(G′)− dG′(v))dG′(v)− 1 + ∆− 1xs

≥ (n(G′)− dG′(s))dG′(s)− 1 + ∆− 1xs

= (n− 1− dG′(s))dG′(s)− 1 + ∆− 1xs

= (n− dG′(s))dG′(s)− dG′(s)− 1 + ∆− 1xs

= (n− dG(s))dG(s)− dG(s)− 1 + ∆− 1xs (dG(s) = dG′(s))

= max
v∈V (G)

(n− dG(v))dG(v)− dG(s)− 1 + ∆− 1xs

≥ max
v∈V (G)

(n− dG(v))dG(v)− 1 (dG(s) ≤ ∆− 1)

Case 3b. Assume dG(s) = ∆. By Lemma 3.7, we have ∆ ≥ ⌊n/2⌋ and G

has at least ⌊n/2⌋ vertices of degree at least ⌊n/2⌋. Let u ∈ V (G) so that

⌊n/2⌋ ≤ dG(u) ≤ ∆.

We claim any such vertex u must be in S. If ∆ = ⌈n/2⌉, then u must have

degree ∆ or ∆ − 1, which implies u ∈ S. Otherwise, assume ∆ > ⌈n/2⌉. If

∆ > ⌈n/2⌉ and d(u) ̸= ∆, then (n−d(u))d(u) > (n−d(s))d(s) as d(u) would

be closer to n/2 than d(s) = ∆. This implies again, d(u) = ∆ and u ∈ S.

Consequently, |S| ≥ ⌊n/2⌋, which is at least 2 for n ≥ 4.

Let s′ ∈ S − {s}. Without loss of generality assume d(s) ≥ d(s′). If s and s′
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are independent, let G′ = G− s. Then dG′(s′) = dG(s
′) and

|E(G)| = |E(G′)|+ dG(s)

≥ max
v∈V (G′)

(n(G′)− dG′(v))dG′(v)− 1 + dG(s)

≥ (n(G′)− dG′(s′))dG′(s′)− 1 + dG(s)

= (n− 1− dG′(s′))dG′(s′)− 1 + dG(s)

= (n− dG′(s′))dG′(s′)− dG′(s′)− 1 + dG(s)

= (n− dG(s
′))dG(s

′)− dG(s
′)− 1 + dG(s) (dG(s

′) = dG′(s′))

= max
v∈V (G)

(n− dG(v))dG(v)− dG(s
′)− 1 + dG(s)

≥ max
v∈V (G)

(n− dG(v))dG(v)− 1 (dG(s) ≥ dG(s
′))

Thus we may assume S induces a clique.

Now assume dG(s) > dG(s
′). Let w ∈ V (G) such that w is not adjacent to s′.

Let G′ = G − s + ws′. Then |E(G)| = |E(G′)| + dG(s) − 1, dG(s) = dG′(s),

and since dG(s)− 1 ≥ dG(s
′), we can mimic the previous argument.

We now assume the remaining case: S induces a clique and all vertices in S

share the same degree. We will show that this cannot occur. As previously

shown, |S| ≥ ⌊n/2⌋. As χ(G) ≥ 3, it must be that V (G) − S is nonempty.

Let v ∈ V (G)− S such that v has a neighbor s ∈ S. Then d(v) ≤ ⌊n/2⌋ − 1,

as otherwise d(v) ≥ ⌊n/2⌋ implies v ∈ S. Since |S| ≥ ⌊n/2⌋, we let |S| =
⌊n/2⌋+k for k ≥ 0. Then d(v) = ⌊n/2⌋−k−1, as otherwise (n−d(v))d(v) ≥
(n − d(s))d(s) for s ∈ S. Since G has diameter two, there is a partition of

V (G) into sets {v}, N(v), and a clique C. Thus

|C| = n− d(v)− 1

= n− (⌊n/2⌋ − k − 1)− 1

= ⌈n/2⌉+ k.

58



Then every vertex in |C| has degree at least ⌈n/2⌉+ k (each vertex in C has

at least one neighbor in N(v)), which implies C ⊆ S. But

|C| = ⌈n/2⌉+ k ≥ |S|.

In the case n is odd, we reach a contradiction. Otherwise, if n is even, it is

possible C = S. We assumed v has a neighbor s ∈ S, however this implies

s ̸∈ C, which is a contradiction.
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CHAPTER 4

MODELING RNA PSEUDOKNOT STRUCTURE VIA CHORD

DIAGRAMS AND INTERSECTION GRAPHS

4.1 Biological Overview

Ribonucleic acid (RNA) is a molecule essential to many functions of life, notably

gene expression, cellular communication, and the storage and transfer of genetic in-

formation. Typically a single-stranded structure, RNA is composed of a sequence

of nucleotides containing a ribose sugar to which one of four nitrogenous bases (nu-

cleobases) is attached: adenine (A), guanine (G), cytosine (C), and uracil (U). A

sugar-phosphate backbone is formed by the binding of nucleotides in which the ri-

bose sugars are linked together via phosphate groups. The primary structure of RNA

refers to this nucleotide sequence, typically oriented from the 5′ end to the 3′ end [49].

It is well known that RNA molecules fold into a variety of secondary and tertiary

structures related to their natural functions [120, 49]. Secondary and tertiary struc-

tures derive from both complementary Watson-Crick base pairing (A-U and G-C)

and non-Watson-Crick pairs formed less commonly between bases (e.g. G-U or A-A

pairing). There are several types of RNA, including ribosomal (rRNA), messenger

(mRNA), and transfer (tRNA) RNA. Secondary structures of RNA may be schemati-

cally represented with diagrams. An example of a secondary structure schematic of a

tRNA structure from Escherichia coli is given in Figure 28 [84, 85], and a hypothet-

ical structure is shown in Figure 29. Common secondary structure motifs include,

single-stranded regions, hairpin stems, hairpin loops, bulges and internal loops, junc-

tions, multiloops, and pseudoknots [49, Figure 2.8], [35, Figure 3], [16, Table 1], [96,

Figure 1.1], [44, Figure 1].

A pseudoknot is a motif of RNA secondary structure that is not topologically

knotted, but does represent a three-dimensional folding pattern. Pseudoknots were

first recognized in the study of the turnip yellow mosaic virus [98, 48], but the term
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Fig. 28. Left: A 3D rendering of RCSB PDB 5L4O (or PDB 652 in the bpRNA-1m

database [44]), a transfer RNA molecule present in Escherichia coli and ob-

tained via x-ray diffraction [84, 85]. Image made using Mol* [102]. Right:

Secondary structure schematic from [44].

was coined in Studnicka et al. [110]. The simplest type of pseudoknotted structure

is an H-type pseudoknot, formed when nucleobases along the loop of a hairpin form

bonds with nucleobases elsewhere along the sequence [19]. See Figure 29. A wide

variety of pseudoknot motifs have been described and characterized, for example the

basic H-type, K-type, L-type, and M-type motifs [70, 3]. In Bon et al. [16] it is shown

that these basic motifs constitute the irreducible pseudoknots of topological genus

equal to one (see section 4.5.5 for discussion on genus).

RNA secondary structures may be represented graphically with linear or circular

chord diagrams, in which bonded pairs are represented by arcs (‘chords’) along a

line segment or circle. An early version of a chord diagram representing a secondary

structure appears in [119] as a connection to earlier models used in secondary structure

prediction via a base-pairing matrix [111]. In [119], an RNA secondary structure is

defined as a simple planar graph on a set of n labeled points such that there is a

path along the n points representing the primary structure, with other edges that

pair points representing bonds between bases [119, Definition 2.1].

Secondary structures represented by such planar graphs correspond to crossing-
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3′

5′

Fig. 29. A schematic example of a (hypothetical) segment of RNA consisting of a

sequence of 63 nucleotides together with base-pairing information, i.e., an

RNA secondary structure. The base sequence is oriented from the 5′-end to

the 3′-end with black edges representing the sugar-phosphate backbone, and

with gray and red edges representing hydrogen bonds in base pairing. The

structure contains several hairpins forming two distinct pseudoknot motifs:

an H-type pseudoknot (left) and an K-type pseudoknot (right).

less chord diagrams, which have since been studied extensively as models for under-

standing RNA secondary structure [16, 97, 117, 118, 91, 101]. Chord diagrams appear

as objects of interest in knot theory and topology [94], [37, §3.4, §4] [71, §6],[69], and

in enumerative combinatorics [1, 91, 119, 118, 66]. It is well known that the number

of crossingless chord diagrams with 2n points and n chords is the nth Catalan num-

ber [108]. There is also interest in enumerating and studying chord diagrams with

crossings under particular constraints [36, 112, 92, 2].

Roughly speaking, a pseudoknot in RNA occurs when its chord diagram con-

tains chords that cross. In section 4.2, we will review several definitions related to

pseudoknots from the literature, and give a more precise reformulation of pseudoknot-

ting in terms of chord diagrams and intersection graphs. In section 4.3 we define an

algorithm which reduces the complexity of a chord diagram for the purposes of quan-

tifying pseudoknot complexity, and in section 4.4 we apply the algorithm and do a

preliminary analysis on RNA secondary structures found in the bpRNA-1m database.

The bpRNA-1m database stores 102,318 RNA secondary structures pulled from seven

different sources [27, 124, 99, 68, 23, 57, 12] with their base pairing information, as
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well as annotation of various structural motifs such as loops (hairpin, multi, internal,

exterior) and pseudoknots [44].

4.2 Combinatorial Theory

4.2.1 Chord Diagrams

Definition 4.1 (Linear Chord Diagram). A linear chord diagram is a set of n points

on an oriented line segment together with a (partial) matching of the points.

Note here we use linear chord diagrams as opposed to circular chord diagrams.

A linear chord diagram can be obtained from a circular chord diagram by cutting the

circle at a point, however the resulting diagram depends on the choice of point. In

particular the choice of cut changes the ordering of the points by cyclic permutation.

4

3

2

1

6

5

1 2 3 4 5 6

4

3

2

1

6

5

6 1 2 3 4 5

Fig. 30. Two different linear chord diagrams obtained from the same circular chord

diagram, differing by a cyclic permutation of the points.

We denote chords as pairs ci = (ℓi, ri). Note as chord diagrams are matchings,

ℓi < ri, and no two chords share an end point. By convention, chords are indexed by

left endpoint.

Definition 4.2. For any two chords c1 and c2, there are three possibilities:

(a) c1 and c2 form a crossing : ℓ1 < ℓ2 < r1 < r2.
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(b) c1 and c2 form a nesting : ℓ1 < ℓ2 < r2 < r1.

(c) c1 and c2 are independent : ℓ1 < r1 < ℓ2 < r2.

Further, a k-crossing is a set of chords (ℓ1, r1), (ℓ2, r2), . . . , (ℓk, rk) such that

ℓ1 < ℓ2 < · · · < ℓk < r1 < r2 < · · · < rk. A k-nesting is a set of chords

(ℓ1, r1), (ℓ2, r2), . . . , (ℓk, rk) such that ℓ1 < ℓ2 < · · · < ℓk < rk < rk−1 < · · · < r1.

1 2 3 4 5 6

1 2 3 4 5 6

1 2 3 4 5 6

1 2 3 4 5 6

Fig. 31. Top left: A 3-nesting. Top right: A 3-crossing. Bottom left: Two 2-crossings.

Bottom right: A 2-nesting and two 2-crossings.

The following definitions will become useful in formalizing pseudoknots in chord

diagrams. We use the notation for the open interval between a and b as (a, b) =

(min{a, b},max{a, b}). In this way we need not specify a ≤ b or b ≤ a, which may be

ambiguous when comparing the end points of chords.

Definition 4.3 (Chord Obstructed). Let c and c′ be chords and let U = (ℓ, ℓ′)∪(r, r′),
i.e. U can be thought of as the set of bases between the left endpoints and right

endpoints of c and c′. We say c and c′ are chord obstructed if there is some chord c′′

such that either ℓ′′ ∈ U or r′′ ∈ U . A set of three or more chords S = {c1, c2, . . . , ck}
is chord obstructed if ci and ci+1 are chord obstructed for some i = 1, 2, . . . , k − 1.

The chord obstructed relation throughout this chapter is only applied to consec-

utive chords with respect to the left endpoint ordering from the 5′ to 3′ end.

Definition 4.4 (Segment). A segment of a chord diagram is a maximal nonempty set

of chords S = {c1, c2, . . . , ck} forming a k-nesting such that S is not chord obstructed.
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Note that the set of segments S partitions the set of chords C. In crossingless

chord diagrams, there is a natural poset structure on the set of segments defined by

S ≺ S ′ if S ′ is nested in S.

Definition 4.5 (Intersection graph). The intersection graph G of a chord diagram

D is the graph whose vertices are the chords of D, and such that two vertices in G

are adjacent if their corresponding chords in D form a crossing.

Example 4.6. Figure 30 left shows a 2-crossing nested within a chord, and right

shows a chord which is independent from a 2-crossing. The intersection graphs cor-

responding with these chord diagrams are isomorphic. Specifically, the intersection

graphs are an edge and an isolated vertex.

Remark 4.7. Definition 4.5 is well known, described more generally in [82], where

chords in a chord diagram with n points are thought of as subintervals of [1, n] and two

vertices are adjacent if their corresponding intervals have nonempty intersection. See

also [51]. Variations on the concept of an intersection graph arise numerous times in

the biology literature under different names. For example, in [70], there is the notion

of a conflict graph, whose vertex set comprises helices in the RNA structure and

edges signify the crossing of chords corresponding to the helices. In Shu et al. [106]

the concept of an element-contact graph is introduced, in particular the stem-loop-

contact graph (SLCG) [106, Figure 7]. The segment graph of the bpRNA database

[44] is another such example.

We will later compare the following graph theoretic invariants in Section 4.5.

Definition 4.8 (Cliques). The maximum clique number ω(G) is the maximum size

of an complete subgraph of G.

Definition 4.9. A vertex cover of a graph G is a set A ⊆ V (G) such that for every

edge xy ∈ E(G) either x ∈ A or y ∈ A. The vertex cover number of a graph G,

denoted β(G), is the number of vertices in a minimum vertex cover.

Definition 4.10. The weight of a vertex cover A in a vertex-weighted graph G is
∑

v∈A w(v).
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Note that aminimum weight vertex cover of a weighted graph G is not necessarily

a minimum cardinality vertex cover. (Consider for example the path graph P3 with

weights 1,5,3).

If C is a vertex cover ofG, then the graphG−C contains no edges, as by definition

every edge of G must have an endpoint in C. Similarly, if I is an independent set

of G, then every edge of G has at least one end point in G − I. Thus we have the

following observation.

Observation 4.11. Let G be a graph and let I and C be an independent set and vertex

cover respectively. Then V (G) \ I is a vertex cover, and V (G) \ C is an independent

set. Moreover, the complement of a minimum weight vertex cover is a maximum

weight independent set.

For any A ⊂ V (G) let ω(A) be the sum of the weights of vertices in A. Let

Ω = ω(V (G)). Let C be a minimum weight vertex cover, and let I = V (G) \ C. If

I was not a maximum weight independent set, then there is some independent set I ′

with ω(I ′) > ω(I), and corresponding vertex cover C ′ = V (G)− I ′ where

ω(C ′) = Ω− ω(I ′) < Ω− ω(I) = ω(C).

This is a contradiction, as C is a minimum weight vertex cover. Thus I must be

an independent set of maximum weight. Similarly, all maximum weight independent

sets correspond to minimum weight vertex covers.

Definition 4.12 (Genus). The genus of a chord diagram D, denoted γ(D), is half of

the rank of the adjacency matrix of the intersection graph with Z2 coefficients [86].

Equivalently, the genus of a chord diagram is equal to the topological genus of

the surface obtained by regarding the chord diagram as a band surgery diagram [16].

One way to calculate the genus g of a chord diagram D is via the formula

g =
P − L

2

where P is the number of chords (or base pairs) and L is the number of closed loops

in the corresponding double-line diagram [16] (see Figure 32.)
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5′ 3′

→ A =



0 1 1
1 0 0
1 0 0




g = rank2(A)/2 = 1

→ g = P−L
2 = 3−1

2 = 1

Fig. 32. Two methods of calculating the genus of a given chord diagram.

For a graph G we define rank(G) (resp. rankp(G)) to be the rank of the adjacency

matrix of G with coefficients in R (resp. coefficients in Fp).

Theorem 4.13. Let D be a chord diagram and let G be the intersection graph of D.

If G is acyclic, then γ(D) = β(G).

Proof. Let n be the order of G. The statement is true for n ≤ 4 (see Figure 33.) We

will use induction on n.

β = γ = 0 β = γ = 1 β = γ = 1

β = γ = 2

β = γ = 1

Fig. 33. The trees of order four or less and their genus and vertex cover numbers.

Let T be a tree on n ≥ 5 vertices with adjacency matrix A. If T has a vertex

v with at least two leaf neighbors, then we remove a leaf ℓ adjacent to v to form

T ′. By the induction hypothesis, rank2(T
′)/2 = β(T ′). Adding back ℓ to form T , we

have rank2(T
′) = rank2(T ) as the row corresponding to ℓ in A is identical to the rows
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corresponding to the other leaf neighbors of v. Note in a graph, for any vertex with

a leaf neighbor, there is a minimum vertex cover containing that vertex. Thus, we

have β(T ) = β(T ′).

Now we assume every vertex of T has at most one leaf as a neighbor. Then there

is some leaf ℓ with a neighbor v of degree two; let {ℓ, w} = N(v). Let T ′ = T −{v, ℓ}.
By the induction hypothesis, rank2(T

′)/2 = β(T ′).

First we claim β(T ) = β(T ′) + 1. Indeed, no minimum vertex cover of T ′ will

cover the edge vℓ, so T requires one more vertex in addition to a minimum vertex

cover of T ′ to cover all edges of T .

Next we claim that rank2(T ) = rank2(T
′) + 2. The adjacency matrix of T is

given by

A =




w v ℓ

∗ 0 0
...

...
...

∗ 0 0

w ∗ · · · ∗ 0 1 0

v 0 · · · 0 1 0 1

ℓ 0 · · · 0 0 1 0




where the upper right block corresponds to the adjacency matrix A′ of T ′. Applying

the row operation roww − row ℓ = row v and column operation colw − col ℓ = colw

we obtain the matrix

B =




w v ℓ

∗ 0 0
...

...
...

∗ 0 0

w ∗ · · · ∗ 0 0 0

v 0 · · · 0 0 0 1

ℓ 0 · · · 0 0 1 0



.

Since row and column operations preserve the rank, we have rank2(B) = rank2(A),

and since rows v and ℓ are linearly independent from every other row in B, we have

rank2(B) = rank2(A
′) + 2. This shows that rank2(T )/2 = β(T ).

Finally, we remark that the genus of a chord diagram D containing an r-nesting

C = {c1, · · · , cr} that is not chord obstructed is equal to the genus of the diagram
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with r − 1 chords of C removed, i.e. D − {c2, · · · , cr}. The rank of a matrix can be

thought of as the maximum number of linearly independent rows or columns in the

matrix. It can be seen from the adjacency matrix A of the intersection graph that

c2, . . . , cr correspond to identical rows in A, and are thus linearly dependent.

4.2.2 Pseudoknotted Structures

As discussed above, analyzing the role of pseudoknots in various RNA processes

motivates the study of pseudoknot complexity for comparison, characterization of mo-

tifs, and prediction of RNA secondary structure [44, 16, 97, 109]. Practical definitions

of a pseudoknot vary in the biological literature [16, 97]. Because we will ultimately

be interested in quantifying pseudoknots aggregated by the bpRNA-1 database [44],

we start from definitions presented there. In this database, a pseudoknotted struc-

ture is characterized as having base pair positions that cross in the sense of Definition

4.2(a); the working definition of a ‘pseudoknot base pair’ is one belonging to a mini-

mal set of base pairs that results in a pseudoknot-free structure once removed. There

is of course some ambiguity in these concepts. The simple example of two adjacent

H-type pseudoknots demonstrates that such a minimal set is not unique. However,

Danaee et al. [44] give one answer to the question of how many pseudoknots exist

in a given secondary structure by providing an algorithm that identifies a minimal

set of base pairs. We review their algorithm, and translate corresponding notions of

pseudoknotting into the language of chord diagrams, as follows.

To make the notion of a pseudoknot, and more specifically the annotation of

multiple pseudoknots, more precise, [44] introduces the notion of a segment of RNA

secondary structure. An RNA segment is described as a region of duplexed RNA,

possibly containing bulges or internal loops. In combinatorial terms, RNA segments

correspond with the segments s ∈ S of the chord diagram D representing the sec-

ondary structure, as in Definition 4.4. The segments partition the set of chords C,

and ordering the base sequence from the 5’-end to 3’-end indexes each segment by

its leftmost endpoint. In [44], the following is observed; we provide a restatement in

terms of chord diagrams.
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Theorem 4.14 (Danaee et al. [44]). Let S be the segment partition of a linear chord

diagram D and let S, S ′ ∈ S. If there are chords c ∈ S and c′ ∈ S ′ such that c and c′

are crossed, then any pair of chords from S and S ′ cross.

Proof. Recall that a segment of size k is a maximal k-nesting in which pairs of con-

secutive chords are not chord obstructed. Let S be a segment partition of D and let

S, S ′ ∈ S where S < S ′ in the indexing of segments by left endpoints. Let c ∈ S and

c′ ∈ S ′ such that c and c′ cross. Let ℓmax be the maximum left endpoint of S and rmin

and rmax be the minimum and maximum right endpoints of S respectively.

By the left endpoint indexing, all left endpoints of chords in S ′ must be greater

than ℓmax. If some left endpoints of S ′ are less than rmin and some greater, then S ′

is chord obstructed by the right endpoints of S. If all left endpoints of S are greater

than rmin, either S is chord obstructed or no chords of S and S ′ cross. So all left

endpoints of S ′ must lie between ℓmin and rmin. Since c and c′ cross, and S is not

chord obstructed, it must be that r′ > rmax, i.e. c
′ crosses every chord in S. No other

right endpoint of S ′ is less than rmax, as otherwise S or S ′ are chord obstructed. Thus

any pair of chords from S and S ′ cross.

In other words, Theorem 4.14 says that two segments s, s′ ∈ S cross whenever

any chords c ∈ s, c′ ∈ s′ cross. The segment graph GS of a chord diagram is a

variation on an intersection graph (see Definition 4.5) whose vertex set is the set of

segments, where two vertices are adjacent if their segments cross [44]. Vertices in

GS are weighted by the number of chords contained in their corresponding segments.

The terminology PK-segment refers to any segment s ∈ S that crosses any other

segment. Let HS ⊂ GS be the subgraph with isolated vertices removed, referred to

as the PK-segment graph in [44].

In [44], pseudoknotted structures are identified by finding a maximum weight

independent set I in HS via a heuristic approach, with an exact algorithm used in

the specific case of components which are paths. As discussed above, the set P =

V (GS)− I is a minimum weight vertex cover of GS . That is, P is a set of segments,

of minimum cardinality in C, that when removed from D leave a pseudoknot-free

structure.
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We may now formally quantify the size of a pseudoknotted structure according to

the conventions of the bpRNA-1m database, as implied by the algorithms of Danaee

et al. [44].

Definition 4.15. (Pseudoknotted Structures - Segment Graph Method) A secondary

structure is pseudoknotted if its segment graph contains at least one edge and is called

pseudoknot-free otherwise. The number of pseudoknots in a pseudoknotted structure

is the minimum cardinality over all vertex covers of minimum weight of the segment

graph.

Any segment contained in a minimum cardinality minimum weight vertex cover

may be called simply ‘a pseudoknot.’ It is important to note that in [44], the number

of pseudoknots is not the number of chords in the corresponding cover, in general.

Example 4.16. Figure 34 shows the chord diagram representing the secondary struc-

ture of tRNA (76-MER) found in Escherichia coli with 8 segments. The PK-segments

are {2, 3, 4, 5, 6, 8}. The maximum weight independent set in HS is {3, 8}. The min-

imum weight vertex cover in GS is {2, 4, 5, 6}, indicating four pseudoknots in this

structure according to the conventions of [44].

Definition 4.17 (Crossingless Secondary Structures). Let D be a chord diagram

with no crossings, and let S be the segment partition of D. We say an unpaired base

is nested in a segment S if it is between the left and right endpoints of the innermost

chord of S. A stem in D is a k-nesting with no other bases between the endpoints of

any two consecutive chords. Segments are composed of stems. Let S be a segment

and let c and c′ be two consecutive chords in a segment S, with ℓ < ℓ′. If there

are sequences of unpaired bases in the intervals (ℓ, ℓ′) and (r, r′), i.e. ℓ′ − ℓ ≥ 2 and

r − r′ ≥ 2, then those two sequences together comprise an interior loop. If exactly

one of (ℓ, ℓ′) or (r, r′) contain a sequence of unpaired bases, that sequence is a bulge.

If two or more segments T are nested in S, then there is a multiloop composed of all

unpaired bases b nested in S and not nested in any segment in T . Note multiloops

may have length zero (that is, a multiloop may be the empty set). The exterior

loop of D is the set of all unpaired bases which are not nested in any chord. If b0 is
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Fig. 34. (Top) Linear chord diagram of transfer RNA molecule of type 76-MER from

Escherichia coli (PDB 652) with segments labeled. (Bottom) Segment graph

GS with weights.

the first paired base and bf is the last paired base in the base sequence, the set of

unpaired bases less than b0 and greater than bf are a part of the exterior loop called

the dangling ends. The exterior loop can be thought of as the multiloop gained from

an imaginary base pair bonding of the 5′-end and 3′ end, under which all chords are

nested.

The secondary structures defined in Definition 4.17 are illustrated in Figure 35.

4.3 The τ-Segment Graph Method

4.3.1 Qualitatively Similar Pseudoknotted Structures

Identifying nested chords in a chord diagram is a common strategy for reducing

the complexity of the combinatorial analysis of secondary structures because it allows

for the reduction of helices to a single chord, or alternatively to a single vertex in an

72



2 3 6 7 8 12 15 16 18 19 20 21 27 28 29 30 34 35 40 41 43 47 48 49 53 54 55 58 59 64 65 69 70 71

Hairpin

Multiloop

Bulge

Interior Loop

Exterior Loop

Dangling End

Fig. 35. An illustrated example of secondary structures in a crossingless chord diagram.

There are eight stems in this structure

intersection graph. For example, nested chords are identified as segments in [44]

(Definition 4.4 above), as ‘stacks’ in [16], as ‘shadows’ in [97], or as edges in tree

diagrams of pseudoknot-free structures in [11] and elsewhere. Such reductions also

preserve some invariants of interest, for example the topological genus (see Definition

4.12 and [16]). In contrast to r-nestings, r-crossings in chord diagrams are typically

left untouched by simplification algorithms. Consequently, the existence of an r-

crossing implies the existence of at least r pseudoknots according to the conventions

of [44].

To further reduce complexity and to more effectively relate similar secondary

structures, we propose in this section an alternative method for quantifying the size

of a pseudoknotted structure and a new simplification algorithm that identifies both r-

crossings and r-nestings in chord diagrams. In addition to handling complexity issues

arising from r-crossings, this method will also eliminate some discrepancies result-

ing from weighted graphs and include a parameter accounting for distance between

nucleotides. Before defining the algorithm, let us consider two motivating examples.

Example 4.18 (Discrepancies due to weights). Consider two weighted segment graphs,

each isomorphic to P3, with weights (1, 5, 3) and (1, 5, 4), respectively. Such graphs

represent nearly identical K-type secondary structures which differ only by a single

bonded pair in the third stem. By [44] and Definition 4.15, the minimum cardinality
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over vertex covers of minimum weight determines the number of pseudoknots: 2 and

1, respectively. Note that the addition of one pair results in a decrease in the number

of pseudoknots.

Y
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Fig. 36. Two closely related instances of hypothetical bonding between two hairpins.

Example 4.19 (Discrepancies due to r-crossings). Consider a nucleotide sequence

that contains a repetitious subsequence appearing in reverse. For an example, we

follow Figure 36. This structure contains subsequence σ = X ′Y ′Z ′, complementary

sequence σ′ = ZY X, and reverse complementary sequence σ′ = XY Z. Bonds formed

between σ and σ′ result in an r-nesting (Figure 36(A)), whereas bonds formed between

σ and σ′ form an r-crossing (Figure 36(B)). We assume here that either set of bonds

are possible. In particular, the parity of number of half-turns in the helical stem

may determine whether σ′ or σ′ is nearer to σ in a 3D conformation. Despite the

heuristic similarity of the resulting pseudoknotted structures, their segment graphs

differ significantly. By the conventions of [44] (Definition 4.15) the two structures are

of pseudoknotting size 1 and 3, respectively. Moreover, the difference increases with

additional base pairing in the hairpin stem.

The general observation is that variances in bonding from spatial conformations

(e.g. helical twisting) may result in a quantification of pseudoknotting that is artifi-

cially high. Of 30 structures exhibiting the most pseudoknotting in Table 1, there are
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28 which contain both a complementary and reverse complementary sequence (pos-

sibly not contiguous) near the site of the 3-crossing. One example RNA structure

involving a 3-crossing and 5-nesting is bpRNA CRW 55315. This structure contains

a 3-crossing with left bases GCA at indices 2107, 2108, and 2112 and right bases AGU

at indices 2164, 2165, and 2167, which is the reverse of the triple UGA at indices 2162,

2163, and 2164.

4.3.2 Augmented Segments and Distance in Chord Diagrams

In this subsection, we give a partitioning procedure that identifies r-crossings

in a manner similar to that of r-nestings. We implement the procedure in an algo-

rithm that incorporates an additional distance parameter τ in terms of the nucleotide

sequence.

Definition 4.20 (Augmented segment). An augmented segment of a chord diagram

is a maximal nonempty set of chords S = {c1, c2, . . . , ck} forming a k-nesting or a

k-crossing which is not chord obstructed.

Revisiting Examples 4.18 and 4.19 above, notice that an intersection graph GA

produced with augmented segments would yield two pseudoknotted structures of size

1 in Example 4.18 and two structures of size 2 in Example 4.19. Let us now define

notions of distance and nearness in chord diagrams.

Definition 4.21 (Chord distance). The chord distance between two chords c1 =

(ℓ1, r1) and c2 = (ℓ2, r2) is

d(c1, c2) = max{|ℓ1 − ℓ2|, |r1 − r2|}.

Definition 4.22 (τ -near). Two chords c1, c2 are τ -near if d(c1, c2) ≤ τ and c1 and c2

are not chord obstructed. A k-crossing or k-nesting {c1, . . . , ck} is τ -near if for each
i = 1, . . . , k − 1 we have ci and ci+1 are τ -near.

Definition 4.23 (τ -Segment). A τ -segment of a chord diagram is a maximal nonempty

set of chords S = {c1, c2, . . . , ck} forming a τ -near k-nesting or a τ -near k-crossing.
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As with segments or augmented segments, the set of τ -segments Sτ also partition

the set of chords C. Notice that if two chords are τ -near, then they cannot be

independent. Indeed, if (ℓ1, r1) and (ℓ2, r2) were independent, then the right endpoint

for one chord would be between the left endpoints ℓ1 and ℓ2. Hence, if two chords are

τ -near, they must either be crossed or nested. We have the following statement.

Theorem 4.24. Let Sτ be the τ -segment partition of a linear chord diagram D and

let S1, S2 ∈ Sτ . If there are chords c ∈ S1 and c′ ∈ S2 such that c and c′ are crossed,

then for every pair c ∈ S1 and c′ ∈ S2, the chords c and c′ are crossed.

Proof. The proof is analogous to that of Theorem 4.14.

Generalizing the segment graph, we may now define the τ -segment intersection

graph.

Definition 4.25 (Gτ ). The τ -segment intersection graph Gτ of a chord diagram is

the weighted graph whose vertex set is the set of τ -segments, where two vertices are

adjacent if the τ -segments cross. When τ = 0, define Gτ=0 := GS . When τ =∞, the

graph GA := G∞ is the intersection graph of the augmented segment partition.

The notationDτ will indicate the chord diagram corresponding with Gτ , in which

each τ -segment corresponds with a chord. As with GS and GA we use the notation

DS and DA analogously. We may now formally revise the method for quantifying the

size of pseudoknotted structures in RNA.

Definition 4.26. (Pseudoknotted Structures- τ -Segment Graph Method) A sec-

ondary structure is τ -pseudoknotted if Gτ contains at least one edge and is called

pseudoknot-free otherwise. For τ ≥ 1, the number of pseudoknots is the minimum

cardinality of a vertex cover of Gτ . For τ = 0, the number of pseudoknots is the

minimum cardinality over all vertex covers of minimum weight of the segment graph.

The definition in the case of τ = 0 is explicitly made to agree with the conventions

of [44].

Example 4.27. Figure 37. The maximum distance between any two non-chord

obstructed chords is three. That is, the τ -segment partition is the same for all τ ≥ 3.
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Fig. 37. Different tau-partitions of bpRNA PDB 652 for τ = 0, 1, and ∞.

This RNA structure has four pseudoknots according to the conventions of [44], and

two pseudoknots according to Definition 4.26. The main difference comes from chords

(19, 56) and (20, 57) becoming part of the same segment.

Algorithm 1 implements the τ -segment partition procedure. The input to the

algorithm is a chord diagram with set of chords C (a list of base pairs indexed by

left endpoint) and a non-negative integer parameter τ . Selecting a pair of chords

c, c′ ∈ C, the algorithm loops to build the τ -segment containing c. If τ = 0, it checks

whether the c, c′ are nested and not chord obstructed. If τ > 0, the algorithm checks

whether c and c′ are τ -near and not chord obstructed. If the criterion is met, c′ is

added to the segment containing c and the next pair is selected. If not, the segment

is closed. The next unvisited pair of chords are then selected and the process repeats

to build the next segment until all chords have been exhausted.

See Appendix 5.4.1 for a version of Algorithm 1 implemented in Matlab in the

function called findSegments.

4.4 Methodology

In this section, we apply the definitions and algorithm above to the bpRNA-

1m(90) database [44]. The database bpRNA-1m(90) is a subset of bpRNA-1m re-
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Algorithm 1 Tau-Segment Partition

Input: C = {c1, c2, . . . , ck} = {(ℓ1, r1), (ℓ2, r2), . . . , (ℓk, rk)}, τ

Output: Cτ
S ← {(ℓ1, r1)}

if τ > 0 then

for 1 ≤ i ≤ k − 1 do
d← max{|ℓi − ℓi+1|, |ri − ri+1|} ▷ Distance.
if d ≤ τ and ¬ isChordObstructed(ci, ci+1) then

S ← append(S, (ℓi+1, ri+1))
else
Cτ ← append(Cτ , S) ▷ Store Segment
S ← {ci+1} ▷ Initialize new segment

end if
end for

else
for 1 ≤ i ≤ k − 1 do

if isNested(ci, ci+1) and ¬ChordObstructed(ci, ci+1) then
S ← append(S, ci+1)

else
Cτ ← append(Cτ , S) ▷ Store Segment
S ← {ci+1} ▷ Initialize new segment

end if
end for

end if
Cτ ← append(Cτ , S) ▷ Account for final segment.

stricted to the 28,370 RNA secondary structures with less than 90% sequence simi-

larity. This database contains 3,320 RNA structures reported to contain at least one

pseudoknot, i.e. structures whose segment graphs contain at least one edge, with a

total of 7164 pseudoknots reported. To analyze the data, we perform the segment

and τ -segment graph methods and analyze secondary structures by implementing the

workflow algorithm of Figure 38 in Matlab, and described as follows.

Chord diagrams associated with RNA structures are stored as Matlab arrays.

The input to the algorithm is the set of chords C from a chord diagram D and

an integer parameter τ . To carry out any of the above methods, we first call the

findSegments function to create a segment partition of the chord diagram. The
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C, τ

segments = findSegments(C,τ)

Segments
cross?

τ = 0?

min card over min weight
findPKs(segments)

min weight over min card
findPKs(segments)

PK list
PK chords P

Stop.
Report PK structure.

classifyBases(segments)

List of base types.

Stop.
Report secondary structure.

C = C − P
τ = ∞

Yes

Yes No

No

Fig. 38. A workflow diagram illustrating the process outlined in Section 4.4.
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parameter determines which segment partition is created, with τ = 0,∞, 1 < τ <

∞ corresponding to the segment partition, augmented segment partition, and τ -

partition, respectively. See Figure 37

Depending on whether the segment partition contains any segments which cross

each other, one of two subroutines is implemented. If the segment partition contains

no segments which cross, then the secondary structures of the chord diagram are

analyzed by the function classifyBases. This function outputs the primary base

sequence with each base classified as belonging to one of the secondary structure

motifs given in Definition 4.17.

If the segment partition contains segments which cross, then the pseudoknots of

the chord diagram are analyzed by the findPKs process. The corresponding weighted

segment graph is produced by the function makeSegmentGraph. To identify pseudo-

knots in the segment graph, the process carries out the following:

1. Find list of all maximal independent sets I.

2. If τ = 0:

(a) Calculate weight of each set I ∈ I.

(b) Subset all maximum weight sets I ′ ⊆ I.

(c) Subset maximum cardinality maximum weight sets I ′′ ⊆ I ′ ⊆ I.

3. If τ > 0:

(a) Subset all maximum cardinality sets I ′ ⊆ I.

(b) Calculate weight of each set I ∈ I ′.

(c) Subset maximum weight maximum cardinality sets I ′′ ⊆ I ′ ⊆ I.

4. Dualize the independent sets I ′′ to vertex covers P .
5. Select first vertex cover P ∈ P with respect to the lexicographical ordering from

the indexing of segments by left endpoints.

Step (1) applies the Bron-Kerbosch algorithm [21, 14] to find all maximal cardinality

independent sets. The importance of the lexicographical ordering in step (5) will

become apparent after Example 4.28 below.
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The output of the process in Figure 38 is a vertex cover P . In the case that

τ = 0, this vertex cover represents a pseudoknotted structure by Definition 4.15,

where the number pseudoknots is quantified by the minimum cardinalities of vertex

covers of minimum weight. In the cases where τ > 0, the minimum weight minimum

cardinality vertex cover represents a τ -pseudoknotted structure by Definition 4.26.

For structures containing pseudoknots, we may still want to analyze the sec-

ondary structures of the RNA molecule. Therefore the last process removes all chords

which compose a pseudoknot, leaving a set of chords C ′ = C−P . In the case of τ = 0,

the set of chords C ′ is crossingless. In the case τ > 0, it may be that chords in C ′ cross,

however C ′ comprises independent crossings and nestings, i.e. no two segments cross

in the augmented segment partition of C ′. Setting τ = ∞ (which corresponds to an

augmented segment partition), we enter the secondary structure classification subrou-

tine assessing secondary structure using Definition 4.17, with independent crossings

handled as nestings (and thus a type of stem).

Example 4.28. Here we apply the τ = 0 reduction method to the RNA struc-

ture 3DIG from the Protein Data Bank [104, 103] (see Figure 39). There are two

choices for a minimum cardinality minimum weight vertex cover, here of cardinality

three. Namely, both covers contain the two segments highlighted in red, and differ by

whether the cover contains segment {(40, 52)} or segment {(41, 54)}. Removing either

cover yields a chord diagram with no crossings, and finding the secondary structures,

we may obtain two different pseudoknot types depending on the cover removed. If we

remove the cover containing segment {(40, 52)}, then the pseudoknot corresponding

to {(40, 52)} is a pseudoknot connecting a bulge to a bulge. However if instead we

remove the cover containing segment {(41, 54)} then the pseudoknot corresponding

to {(41, 54)} is a pseudoknot connecting an interior loop to another interior loop. As

a result, the two choices for a vertex cover have a different effect on the secondary

structure classification and consequently pseudoknot typing.
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Fig. 39. RNA structure with bpRNA reference name PDB 455 and PDB reference

name 3DIG. Structures such as nestings not relevant for the discussion have

been omitted for clarity.

4.5 Analysis

We first applied the τ -Segment Graph Method with τ = 0 to independently verify

the quantities reported in [44]. By Definition 4.15, structures are pseudoknotted

when their segment graphs contain at least one edge, and the number of pseudoknots

is quantified by the minimum cardinalities of vertex covers of minimum weight. In

agreement with [44], we obtained 3,320 graphs containing at least one edge in GS

from RNA structures in bpRNA-1m(90) and a total quantity of 7164 pseudoknots, as

determined by the sum over the cardinalities of the vertex covers.

We next applied the τ -Segment Graph Method at τ = ∞ (the augmented seg-

ment graph method) for every structure in bpRNA-1m(90), and found a minimum

vertex cover for each one. The number of pseudoknots (the sum of vertex cover

numbers over all graphs) was 6548 with this method.

4.5.1 Structures With the Most Pseudoknots

Applying the method with τ = 0, we found 31 unique RNA structures containing

13 or more pseudoknots. These structures are listed in Table 1. When the method

was applied with τ = ∞, we found that the same 31 structures contained the most

pseudoknots amongst all structures in the database. With the exception of the last
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Fig. 40. A comparison of total number of pseudoknots between the segment graph

method (τ = 0) and augmented segment graph method (τ = ∞). For each

method, the number of structures containing r pseudoknots is displayed for

each row r of the table.

structure, Oceanobacillus iheyensis, from τ = 0 to τ =∞ there was a uniform decrease

in pseudoknotting by two that resulted from a single 3-crossing being consolidated

into one segment by τ -reduction. This uniformity in behavior is explained by the fact

that all but the last structure are of type 23s prokaryotic ribosomal RNA, originating

in various bacterial organisms [49].

4.5.2 Notable Decreases in Pseudoknot Quantity

Over the entire bpRNA-1m(90) database, a total of 573 structures had a decrease

in numbers of pseudoknots when analyzed with the τ =∞ versus τ = 0 methods. Of

these, 531 structures decreased in quantity of pseudoknots by 1, 41 structures by 2,

and 1 structure decreased by 3 (bpRNA CRW 55316, Plasmodium falciparum). Of

the 41 structures which decreased by 2, there were 6 unique RNA types with 36 of

them being of type 23S.

Structures that changed from having a nonzero quantity of pseudoknots to zero
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ID Domain Organism GS GA

CRW 55315 Eukaryota Euglena gracilis 15 13

CRW 55268 Bacteria Acinetobacter calcoaceticus 14 12

CRW 55269 Bacteria Aeromonas hydrophila 14 12

CRW 55271 Bacteria Bartonella bacilliformis 14 12

CRW 55275 Bacteria Burkholderia mallei 14 12

CRW 55276 Bacteria Bordetella pertussis 14 12

CRW 55279 Bacteria Clostridium botulinum B 14 12

CRW 55283 Bacteria Citrobacter freundii 14 12

CRW 55284 Bacteria Campylobacter jejuni 14 12

CRW 55285 Bacteria Chlamydophila psittaci 6BC 14 12

CRW 55287 Bacteria Deinococcus radiodurans 14 12

CRW 55290 Bacteria Enterococcus faecalis 14 12

CRW 55291 Bacteria Erysipelothrix rhusiopathiae (str. 715) 14 12

CRW 55292 Bacteria Haemophilus influenzae (operons A-F) 14 12

CRW 55295 Bacteria Leptospira interrogans 14 12

CRW 55296 Bacteria Lactococcus lactis 14 12

ID Domain Organism GS GA

...

CRW 55297 Bacteria Listeria monocytogenes 14 12

CRW 55298 Bacteria Listeria monocytogenes 14 12

CRW 55299 Bacteria Mycoplasma genitalium 14 12

CRW 55303 Bacteria Neisseria gonorrhoeae 14 12

CRW 55305 Bacteria Pseudomonas aeruginosa 14 12

CRW 55306 Bacteria Plesiomonas shigelloides 14 12

CRW 55307 Bacteria Ruminobacter amylophilus 14 12

CRW 55308 Bacteria Rickettsia prowazekii (str. Madrid E) 14 12

CRW 55312 Bacteria Staphylococcus carnosus 14 12

CRW 55313 Bacteria Thermotoga maritima 14 12

CRW 55314 Eukaryota Chlamydomonas reinhardtii 14 12

CRW 55317 Eukaryota Spinacia oleracea 14 12

CRW 55338 Eukaryota Cyanophora paradoxa 14 12

CRW 55270 Bacteria Bacillus anthracis 13 11

PDB 647 Bacteria Oceanobacillus iheyensis 13 11

Table 1. The 31 RNA structures with at least 13 pseudoknots when analyzed with

the segment graph method. The rightmost column compares the number of

pseudoknots in each structure via the τ -segment graph method with τ =∞.

All structures with the exception of PDB 647 are RNA type 23S ribosomal

RNA.

pseudoknots are shown in Table 2. Of these, one structure (Homo sapiens) decreased

from 2 to 0 pseudoknots. All other structures decreased from 1 to 0 pseudoknots.

4.5.3 Maximum Values of τ and Persistence of Partitions

Let τ ≥ 1. As distances between chords are finite, there is a minimum value of

τ , say τm, such that for any τ∗ ≥ τm the τ∗-segment partition and the τm-segment

partition are identical. The quantity τm is precisely the minimum value of τ such that

the τ -segment partition is equivalent to the augmented segment partition. For all

structures in bpRNA-1m(90), we calculate τm by first finding the augmented segment

partition, and then finding the τ -segment partition for each τ > 0 until the τ -segment

partition is equal to the augmented segment partition. We find that the average τm

is 13.035 and the median is 8. The mean absolute deviation is 10.96 and the median

absolute deviation is 2. There are 323 structures with τm at least 17, and 33 structures

with τm at least 100.
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ID Domain Organism Length Method

CRW 1213 Bacteria Actinomyces israelii 734 CSA

CRW 1219 Bacteria Actinomyces israelii 1145 CSA

CRW 1563 Bacteria Clavibacter sp. R1 2 cr 476 CSA

CRW 1725 Bacteria Arthrobacter sp. 300 CSA

CRW 17723 Bacteria Lachnospira multipara 977 CSA

CRW 17729 Bacteria Moorella thermoautotrophica 869 CSA

CRW 17730 Bacteria Moorella thermoautotrophica 821 CSA

CRW 17811 Bacteria Thermoanaerobacter acetoethylicus 770 CSA

CRW 17823 Bacteria Thermoanaerobacter ethanolicus 650 CSA

CRW 17834 Bacteria Thermoanaerobacterium thermosulfurigenes 930 CSA

CRW 20267 Bacteria Marigold phyllody phytoplasma 1015 CSA

CRW 20554 Bacteria Mycoplasma collis 372 CSA

CRW 20606 Bacteria Beet leafhopper transmitted virescence phytoplasma 700 CSA

CRW 20626 Bacteria Potato witches’-broom phytoplasma 658 CSA

CRW 20629 Bacteria Paulownia witches’-broom phytoplasma 698 CSA

CRW 3719 Bacteria Actinomycetales sp. 472 CSA

CRW 3726 Bacteria Actinomycetales sp. 503 CSA

CRW 3729 Bacteria Actinomycetales sp. 502 CSA

CRW 3732 Bacteria Actinomycetales sp. 478 CSA

CRW 4109 Bacteria Mycobacterium xenopi 942 CSA

CRW 4363 Bacteria Streptomyces abikoensis 1177 CSA

ID Domain Organism Length Method

...

CRW 4401 Bacteria Streptomyces mobaraensis 1197 CSA

CRW 4409 Bacteria Streptomyces olivoreticuli 1216 CSA

CRW 4416 Bacteria Streptomyces salmonis 1136 CSA

CRW 4449 Bacteria coryneform actinomycete B755 679 CSA

CRW 4908 Bacteria Acidocella facilis 922 CSA

CRW 4910 Bacteria Acidiphilium angustum 977 CSA

CRW 4918 Bacteria Acidiphilium sp. 944 CSA

CRW 7455 Bacteria unidentified eubacterium 37SW-1 277 CSA

CRW 7488 Bacteria Proteobacteria sp 484 CSA

CRW 7494 Bacteria uncultured alpha proteobacterium 410 CSA

CRW 7502 Bacteria uncultured alpha proteobacterium 222 CSA

CRW 7614 Bacteria Nitrobacter sp. 452 CSA

CRW 7802 Bacteria Rhodovulum euryhalinum 1138 CSA

CRW 7938 Bacteria Sphingomonas asaccharolytica 629 CSA

CRW 8046 Bacteria uncultured alpha proteobacterium 751 CSA

CRW 8048 Bacteria uncultured alpha proteobacterium 730 CSA

CRW 8050 Bacteria uncultured alpha proteobacterium 690 CSA

PDB 567 artificial sequences synthetic construct 35 X-RAY

PDB 512 Eukaryota Homo sapiens 12 X-RAY

Table 2. The 40 RNA structures with nonzero quantity of pseudoknots when analyzed

with the segment graph method but zero pseudoknots using τ =∞ segment

graph method. One structure (Homo sapiens) decreased from 2 to 0 pseudo-

knots. All other structures decreased from 1 to 0 pseudoknots.

Structures with large τm contain correspondingly large bulges and internal loops;

large τm results from large gaps between chords which are nested but not τ -near for

many values of τ . We verify this by keeping track of τ -segment partitions during

the process of calculating τm. In each iteration, we log whether the RNA structure’s

τ -segment partition is equal to its (τ +1)-segment partition by appending a 1 or 0 to

a τ -diff string. Structures with large τm have long substrings of consecutive 1s.

Example 4.29 (τm Analysis). Taking the structure in Figure 41, we obtain the

following τ -diff list:

0100111111011111111111111111111111111111111111111111111111

1111111111111111111111111111111111111111111111111111111110.

From this we produce the array

[0, ℓ1, 0, 0, ℓ2, 0, ℓ3, 0] = [0, 1, 0, 0, 6, 0, 104, 0],
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218 335

Fig. 41. RNA structure bpRNA RFAM 4761, displaying an interior loop with one part

of length 335− 218 = 117, which causes a large value of τm.

where each ℓi indicates the persistence of the τ -segment partition where τ is equal

to the position of ℓi in the array. The number of 0s plus 1 is the number of unique

τ -segment partitions. In this case, these are the τ -segments for τ = 1, 2, 4, 5, 12, 117,

with the τ = 2 partition persisting for one value of τ , the τ = 5 partition persisting

for 6 values of τ , and the τ = 12 partition persisting for 104 values of τ . The value

of τm here is 117.

In sum, persistent τ -segment partitions are indicative of large bulges and internal

loops.
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Fig. 42. Left: Distribution of τm over all RNA structures in bpRNA-1m(90) restricted

to values of τm within one and a half standard deviations from the mean.

Right: Distribution of number of unique τ -segment partitions.
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4.5.4 Classifying Bases

We implement the classifyBases routine with the τ = 0 segment method to

analyze secondary structures and compare with Figure 8B from [44]. By labelling

and removing pseudoknots as done in [44], we obtain crossingless chord diagrams.

Unpaired bases are labelled as one of several secondary structures in Definition 4.17,

and remaining paired bases as stems. We observe slight discrepancies in pseudoknot

type counts, though the general shape of the distribution is the same. Original

pseudoknot type counts reported in [44] were obtained directly from the bpRNA-

1m database.

E
-
E

E
-
X

X
-
X

B
-
B

I
-
I

B
-
E

I
-
M

E
-
M

I
-
X

E
-
I

M
-
X

B
-
I

B
-
X

H
-
I

H
-
H

B
-
M

E
-
H

H
-
X

M
-
M

B
-
H

H
-
M

0

500

1,000

1,500

2,000

Pseudoknot type

F
re
q
u
en
cy

in
b
p
R
N
A
-1
m
(9
0
)

bpRNA-1m
GS

PK type bpRNA-1m GS
E-E 0 0

E-X 0 0

X-X 0 0

B-B 6 6

I-I 9 9

B-E 10 10

I-M 49 48

E-M 53 53

I-X 57 58

E-I 64 64

M-X 100 104

B-I 153 153

B-X 158 169

H-I 194 194

H-H 261 261

B-M 377 366

E-H 588 588

H-X 670 847

M-M 711 707

B-H 1826 1826

H-M 1878 1701

Fig. 43. A comparison of counts of pseudoknot types. The bpRNA-1m (blue) data

is reported in [44], while the GS (orange) are counts found using the same

method with our secondary structure definitions.

A discrepancy in the τ = 0 method arises from the labelling of multiloops and

external loops, as some structures in [44] have bases in the external loop being labelled

as a multiloop base. This is a bpRNA software bug, and has since been fixed in a fork

of [43]. The structure bpRNA CRW 10025 is one example in which the secondary

structure labelling is incorrect; bases 357, 385-393, 433-440, 604-633, 690-695, and

728-742 are labelled as part of a multiloop in bpRNA-1m, but by our definition

they are part of the exterior loop. This is supported by the fact that counts of
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Fig. 44. A comparison of pseudoknot types arising from the τ = 0 method and τ =∞
method.

pseudoknot types differ in Figure 43 only when an exterior loop or multiloop is part

of the pseudoknot type.

Figure 44 (left) shows a comparison of pseudoknot type counts between the

τ = 0 method and the τ =∞ method. Figure 44 (right) shows the same comparison,

except with a slightly modified τ =∞ method. In the modified method, the τ =∞
segment graph is weighted by the cardinality of the augmented segments, as in the

τ = 0 method. This gives us a weighted augmented segment graph G∗
A. Instead of

taking a minimum cardinality vertex cover with respect to the lexicographic order,

we look over all minimum cardinality vertex covers and choose one with minimum

weight (again, with respect to lexicographic order). In doing this, we obtain a more

comparable distribution to that of the τ = 0 method.

4.5.5 Calculation of Genus and Clique Numbers

After implementing the τ -segment graph method with τ = 0 and τ = ∞ we

calculate the genus and maximum clique numbers of DS and DA and the segment

graphs GS and GA respectively in Matlab. The results are reported in Figure 45,

Table 3, and Figure 46.
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0 0 40

1 1536 1558

2 747 841

3 434 548

4 547 277

5 15 17

6 3 2

7 2 2

8 2 4

9 2 0

10 1 2

11 2 28

12 28 1

13 1 0

Fig. 45. A comparison of the genus of the segment graph and the augmented segment

graph.

ω(G) GS GA

1 0 40

2 3214 3177

3 60 96

4 46 7

Table 3. The clique number for each segment and augmented segment graph.

Out of 3320 segment graphs, 3208 are forests, and out of 3320 augmented segment

graphs, 3210 are forests. Table 4 shows the frequency of forests with a given maximum

tree size. This is important to note in the context of using genus and vertex covers

for pseudoknot quantification. By Theorem 4.13, if the intersection graph of a chord

diagram D is a forest F , then the genus γ(D) is equal to β(F ). From this, we see

that the genus of a corresponding chord diagram of an RNA structure is a robust

quantifier of pseudoknot complexity. This is further supported by the bubble charts

in Figure 46.
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Max Tree Order GS GA

1 0 40

2 1449 1410

3 998 999

4 637 637

5 27 27

6 71 71

Max Tree Order GS GA

7 6 6

8 7 7

9 7 7

10 1 1

11 3 3

12 2 2

Table 4. For each segment and augmented segment graph that is a forest, we calculate

the maximum order of a tree component.

0 2 4 6 8 10 12 14 16

0

2

4

6

8

10

12

14

16

# Of Pseudoknots

γ
(D

τ
)

τ = 0

0 2 4 6 8 10 12 14 16

0

2

4

6

8

10

12

14

16

# Of Pseudoknots

τ =∞

Fig. 46. Two bubble chart comparisons. Left: Comparison between genera of the

chord diagrams DS and pseudoknot count via the τ = 0 method. Right:

Comparison between genera of the chord diagrams DA and pseudoknot count

via the τ =∞ method.
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CHAPTER 5

DETERMINANTS OF SIMPLE THETA CURVES

This chapter is joint work with Elpers and Moore [50].

5.1 Introduction

A theta curve ϑ is an embedding of the θ-graph in the three-sphere, up to equiva-

lence by ambient isotopy. The θ-graph is the unique abstract graph consisting of two

vertices connected by three parallel edges. Theta curves and other spatial graphs are

generalizations of knots and links. In this article we study an integer-valued invariant

of theta curves that we call the determinant det(ϑ). Like the well-known determinant

of links, this invariant can be defined as the order of the torsion subgroup of the first

homology of a certain branched covering space (see Definition 5.1). Every theta curve

contains three constituent knots Kij, formed by taking pairs of edges i, j ∈ {a, b, c}.
A simple theta curve is one which contains at least one constituent knot that is un-

knotted [114]. For example, among prime theta curves of up to seven crossings, all

90 in the Litherland-Moriuchi table [87, 75] are simple (see Table 5).

The relationship between det(ϑ) for simple theta curves and the determinants of

its constituent knots is described by the following statement.

Theorem 5.13. Let ϑ be a simple theta curve with constituent knots Kab, Kac, Kbc.

Then

det(ϑ) = det(Kab) · det(Kac) · det(Kbc).

Our methods for proving Theorem 5.13 come from graph theory. By assumption

one constituent, say Kac, is an unknot with det(Kac) = 1. We relate the determinants

of the other two constituent knots with counts of weighted spanning trees of Tait

graphs that are derived from a diagram of ϑ. As it will turn out, the determinants of

constituent knots of a theta curve provide a geometric interpretation of a purely graph-

theoretic spanning tree enumeration formula. More specifically, Ciucu, Yan, and
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Fig. 47. A knot is an embedding of the circle and a θ-curve is an embedding of the

θ-graph. The three constituent knots of this particular θ-curve are the figure

eight knot and two unknots.

Zhang [39] and Zhang and Yan [123] applied the Matrix Tree Theorem to enumerate

the spanning trees of a graph admitting an involutive symmetry via a product formula

involving two smaller graphs. In our context, we realize a graph that admits an

involutive symmetry as the Tait graph of a strongly invertible knot (see Section 5.2)

corresponding to the theta curve. The Goeritz matrix plays the role of the graph

Laplacian, the determinant of which calculates the tree weight. We explicitly identify

the two factors in the spanning tree enumeration formula with the determinants of

the constituent knots of the theta curve, as realized by their Tait graphs.
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5.2 Knots and Spatial Theta Curves

We consider knots and theta curves to be smoothly embedded in the three-

sphere, up to equivalence by ambient isotopy. Label edges of a theta curve by the

letters {a, b, c}, which may be thought of as non-identity elements of the Klein group

V ∼= Z2 × Z2. A theta curve is a special type of Klein graph (see [53]), meaning

a trivalent spatial graph endowed with a 3-edge coloring. Theta curves are also 3-

Hamiltonian, meaning all of its {i, j}-colored subgraphs are connected. This means

its constituents are knots, rather than links.

Recall that the cyclic double cover X̂2 of the complement of a knot, X = S3 −
N(K), is the regular covering space corresponding with the kernel of a homomorphism

π1(X, x) → H1(X;Z) → Z → Z2. The branched double cover Σ2(S
3, K) may be

obtained by gluing a solid torus to the boundary of X̂ via the map (z1, z2) 7→ (z1, z
2
2)

to extend the covering to a branched covering map Σ2(S
3, K)→ S3. It is a standard

fact of knot theory that the branched double cover of a knot is a rational homology

sphere and the determinant of a knot may be defined by det(K) := |H1(Σ2(S
3, K);Z)|.

See for reference [74, Chapter 7].

Given a theta curve ϑ ∈ S3 and complement Y = S3 − N(ϑ), we may similarly

construct a covering space corresponding to the map π1(Y, x)→ H1(Y ;Z)→ Z2×Z2.

This can be completed to a closed, oriented 3-manifold acted on by V by gluing solid

cylinders and cubes to the boundary in a procedure explicitly described by Gille and

Robert in [53, Proposition 2.6]. This manifold is the Klein cover Σϑ := Σ(S3, ϑ) and

has ϑ as the branching locus.

Definition 5.1. Let Σϑ denote the Klein cover of a theta curve in S3. The determi-

nant det(ϑ) of ϑ is the order of H1(Σϑ;Z).

One may visualize the Klein cover by iterating the branched double cover con-

struction. One first constructs Σ2(S
3, Kac), branched over one of the constituent

knots Kac = ea ∪ ec, then constructs a second branched covering of the manifold

Σ2(S
3, Kac) branched over the knot ẽb that is the lift of the edge eb. This will also

yield Σϑ
∼= Σ2(Σ2(S

3, Kac), ẽb). The Klein cover of ϑ is unique, and so the order of

a, b, c in this procedure does not matter. A proof that the Klein cover of a spatial
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Klein graph in S3 is unique up to diffeomorphism may be found in [53, Proposition

2.8]. Consequently, the determinant det(ϑ) is a well-defined integer invariant of theta

curves in the three-sphere.

5.2.1 Simple Thetas and Strongly Invertible Knots

Consider the case that ϑ is simple. Up to relabeling, we may assume Kab is

an unknot. Then ϑ, together with this unknotted constituent, corresponds with a

strongly invertible knot in the three-sphere as follows. The branched cover Σ2(S
3, Kac)

is diffeomorphic to S3, and the lift ẽb consists of two pre-images of eb joined at the two

vertices of ϑ on the branching set. Recall that a knot K in S3 is strongly invertible if

there is an orientation-preserving involution h on S3 such that h(K) = K and Fix(h)

is a circle intersecting K in two points [100]. In our context, ẽb is strongly invertible.

We write ẽb = (K,h) to emphasize the involution. For the reverse correspondence,

let (K,h) be any strongly invertible knot in the three-sphere. As a consequence of

the Smith conjecture, Fix(h) is unknotted and by definition, (K,h) intersects Fix(h)

in two points. The quotient K/h is an embedded closed arc. Thus Fix(h) ∪K/h =

ea ∪ eb ∪ ec is a simple theta curve.

Recall that the branched double cover of any knot in S3 is a rational homology

sphere with first homology of odd order. Thus in the case ϑ is simple, det(ϑ) =

det(K,h) is an odd integer. Note also that in the quotient under the action of the

involution, a right-handed (respectively, left-handed) crossing in (K,h) descends to a

right-handed clasp in ϑ, as in Figure 48. We will make use of this observation later.

5.2.2 Goeritz Matrices

The determinant of a knot or link can be calculated combinatorially as the de-

terminant of an integral matrix associated to a knot diagram, due to a well-known

construction of Goeritz and Trotter [54, 113] We review this following [74, Chapter

9] and apply it to simple theta curves below. Let K be a knot with diagram DK .

Then DK admits two checkerboard colorings φ of the regions X = {X0, . . . , Xm} of
DK , that is, there are two assignments φ : X → {0, 1} where φ(Xi) ̸= φ(Xj) when
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ξ = +1 ξ = −1 η = +1 η = −1

Fig. 48. Sign conventions for incidence numbers of crossings in a checkerboard shading

(left) and for clasps in the quotient theta curve (right). The shading indicates

regions Xi colored by an assignment φ(Xi) = 0. Both ξ and η are independent

of strand orientation.

Xi and Xj share a boundary curve.

To each crossing c of DK we associate a sign ξ(c) with the convention in Figure

48. Let {Xi | φ(Xi) = 0} = {B0, . . . , Bn} and let Cij be the set of crossings where Bi

and Bj meet. We may then associate an (n+1)× (n+1) matrix Q̃DK
to the diagram

DK of K with respect to the choice in shading φ. The matrix Q̃DK
= [qij] is defined

by

qij =





− ∑
c∈Cij

ξ(c), if i ̸= j

−∑
k ̸=i

qik, if i = j.

From this, det(K) = | det(QDK
)| where the Goeritz matrix QDK

is the n× n matrix

obtained from Q̃DK
by deleting any row and column. The result is independent of

the choices in the knot diagram, the checkerboard coloring, labelling of regions, and

the row and column selected for deletion.

5.3 Symmetric Weighted Graphs

Let G = (V (G), E(G)) denote a graph and its vertex and edge sets. We will as-

sume that graphs are undirected, but permit multi-edges, self-loops and edge weights.

Recall that a spanning tree T ⊆ G is a connected acyclic subgraph with V (T ) = V (G).

For a graph G endowed with edge weights ω(e), define ω(G) :=
∏

e∈E(G) ω(e). Define
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the tree weight of G by

τ(G) =
∑

T⊆G

ω(T ) =
∑

T⊆G

∏

e∈E(T )

ω(e), (5.1)

where the sum is over spanning trees of G. For graphs with edge weights all equal

one, τ(G) is simply the number of spanning trees of G. We restrict our attention to

edge weights ω(e) in the multiplicative group {−1,+1}, and so tree weights will take

on integer values. There is a well known method to count spanning trees, or more

generally the tree weight, using the graph Laplacian.

Definition 5.2. Let G be a weighted graph with V (G) = {v0, . . . , vn}. An (n+1)×
(n+ 1) matrix called the Laplacian of G, L̃G = [ℓij], is defined by

ℓij =





−ωij if i ̸= j

−∑
k ̸=i ω(eik) if i = j.

(5.2)

Here, ωij is the sum of edge weights over all edges connecting vi and vj.

The following theorem is often attributed to Kirchhoff, and different versions are

due to Bott-Mayberry [17] and Tutte [116]. See also the exposition in [13].

Theorem 5.3 (Matrix Tree Theorem). Let G be a graph and let L be the reduced

Laplacian of G, obtained by deleting any row and column from L̃. Then | det(L)| =
τ(G).

5.3.1 Tait Graphs

The procedure for calculating the determinant from a Goeritz matrix yields an

equivalent graph theoretic method using the Tait graph of a knot diagram. Let

φ be a checkerboard coloring of a diagram DK of K. The fact that there exists a

checkerboard coloring φ for any DK can be proven in the following way: By forgetting

crossing information, a knot diagram yields a planar four-valent graph G. Observe

that the dual G⊥ cannot contain any odd cycles, otherwise G would contain a vertex

of odd degree. Therefore G⊥ is bipartite, so the faces of G are two-colorable.
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Thus, the coloring determines a pair of planar dual graphs G and G⊥. The

vertices V (G) correspond with the shaded regions B = {Xi | φ(Xi) = 0} and the

vertices V (G⊥) with unshaded regions W = {Xi | φ(Xi) = 1}. Edges in both

graphs correspond to incidences between regions at crossings, with edge weight ω(e) =

ω(e⊥) = ξ(c). Examples of Tait graphs are shown in Figure 51.

Combining the Matrix Tree Theorem and the Goeritz matrix formulation of the

determinant of a knot, we have

det(K) = | det(QDK
)| = | det(LG)| = τ(G)

where QDK
is the reduced Goeritz matrix of K corresponding with any diagram DK

of K, LG is the reduced Laplacian of the corresponding Tait graph G, and where

τ(G) is tree weight of G.

We now collect several lemmas pertaining to signed graphs that we will need in

later sections.

It is a standard result in graph theory that the number of spanning trees of a

planar graph G is equal to the number of spanning trees of G⊥. For graphs with

arbitrary edge weights, this statement is false; for a counterexample, take a triangle

with edge weights 1, 2, 3. For edge weights in the multiplicative group {−1,+1},
though, the statement generalizes as follows.

Lemma 5.4. For planar graphs with edge weights in {−1,+1}, |τ(G)| = |τ(G⊥)|.

Proof. Let G be a planar graph and G⊥ its dual. There is a bijection E(G)→ E(G⊥)

which sends e ∈ E(G) to e⊥ ∈ E(G⊥). In particular, every edge e borders faces F1

and F2 and e⊥ = (F1, F2) ∈ E(G⊥) is the edge uniquely corresponding to e. As a

result, there is a bijection f that associates each spanning tree T ⊆ G with a spanning

tree f(T ) ⊆ G⊥, where

f(T ) = G⊥ − {e⊥ : e ∈ T} = (G− T )⊥.

See for example [76]. We extend f to weighted trees by assigning dual edges the same

weight, i.e., ω(e) = ω(e⊥).

By assumption ω(e) ∈ {−1, 1} for all e ∈ E(G). Recall that ω(G) :=
∏

e∈E(G) ω(e).
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From f we can deduce that for any spanning tree T ⊆ G,

ω(G) = τ(T )τ(f(T ))

and there are two cases.

Case 1. ω(G) = 1. Then it must be the case that for all spanning trees T ,

τ(T ) = τ(f(T )) = 1 or τ(T ) = τ(f(T )) = −1. That is, for all spanning trees T ,

τ(T ) = τ(f(T )).

Case 2. ω(G) = −1. Then it must be the case that for all spanning trees T ,

τ(T ) = 1 and τ(f(T )) = −1 or τ(T ) = −1 and τ(f(T )) = 1. That is, for all

spanning trees T , τ(T ) = −τ(f(T )).

So either τ(G) = τ(G⊥) or τ(G) = −τ(G⊥).

Lemma 5.5. Let G be a graph containing an edge e = (v, w) of weight ω(e). Let

G′ be G − {e} ∪ {e1, e2} where e1 = (v, w) = e2 are edges of weight 1
2
ω(e). Then

τ(G) = τ(G′).

Proof. For every spanning tree T in G that contains e there exist exactly two spanning

trees in G′, each of tree weight 1
2
ω(T ).

A version of the following lemma is proved in [39, Lemma 6] for unweighted

graphs. Here, we are interested in counting spanning trees where the graphs inherit

edge weights from the crossings of knot diagrams, and edge subdivisions will occur

in the Tait graphs of our constituent knots. Hence, we extend their lemma to the

specific case of graphs with edge weights ω(e) ∈ {−1,+1}.

Lemma 5.6. Let G0 be a graph with vertices V0 and edges E0. Let a, b and x be three

vertices distinct from V0. Construct a graph G = (V,E) by taking V = V0 ∪ {a, b},
and letting E = E0 ∪ (a, b) ∪ S, where S is any set of edges of the form (v, a) or

(v, b), where v ∈ V0; specify the edge weight of ω(a, b) = ±1/2. Construct a graph

G′ = (V ′, E ′) by taking V ′ = V0 ∪ {a, x, b}, and letting E ′ = E0 ∪ (a, x) ∪ (b, x) ∪ S,

where S is as in G; specify the edge weights ω(a, x) = ω(b, x) = ±1, in agreement
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with the sign of ω(a, b). Then

|2τ(G)| = |τ(G′)|.

Proof. As in the proof of [39, Lemma 6], we may partition the spanning trees of G

into two sets C1 ∪ C2, where spanning trees in C1 contain edge (a, b) and spanning

trees in C2 do not contain edge (a, b). Likewise, partition the spanning trees of G′

into three sets C1′ ∪C2′ ∪C3′, where spanning trees in C ′
1 contain both (a, x), (b, x),

where trees in C ′
2 contain (a, x) but not (b, x), and trees in C ′

3 contain (b, x) but not

(a, x).

There exists a bijection f : C ′
1 → C1 obtained by deleting the vertex x and

adding the edge (a, b). If the weights of the edges (a, b) ∈ G and (a, x), (b, x) in G′ are

all positive, then the bijection satisfies ω(f(T ′)) = 1
2
ω(T ′) for all spanning trees T ′

in C ′
1, whereas if the edge weights are all negative, then ω(f(T ′)) = −1

2
ω(T ′). There

are also bijections g : C ′
2 → C2 and h : C ′

3 → C2, obtained by contracting the edge

(a, x) or (b, x), respectively. In this case, when the edge weights are all positive, then

ω(g(T ′)) = ω(T ′) and ω(h(T ′)) = ω(T ′), whereas if the edge weights are all negative,

then ω(g(T ′)) = ω(T ′) and ω(h(T ′)) = ω(T ′).

Finally, observe that

τ(G′) =
∑

T ′∈C′
1

ω(T ′) +
∑

T ′∈C′
2

ω(T ′) +
∑

T ′∈C′
3

ω(T ′)

= ±2
∑

T∈C1

ω(T )± 2
∑

T∈C2

ω(T )

= ±2τ(G),

where the sign in front of the summation is positive/negative when the edge

weights (a, b) ∈ G and (a, x), (b, x) ∈ G′ are all positive/negative, respectively.

Remark 5.7. Non-simple graphs containing self-loops or multiedges may result from

Tait graphs of knot diagrams. For edges that are self-loops, τ(G) = τ(G− e).
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5.3.2 Spanning Trees of Graphs With Involutive Symmetry

We will now show how the relationship between the determinants of the con-

stituent knots and theta curve is described by counting spanning trees of graphs

with involutive symmetry. Here, G = (V (G), E(G)) is the weighted Tait graph of

(K,h), with symmetry from the involution h. The following algorithms construct-

ing the graphs GL and GR are due to Zhang-Yan [123, Theorem 2.1], generalizing

unweighted versions due to Ciucu-Yan-Zhang in [39, Theorem 4]. The involution h

partitions V (G) into three sets: VL ∪ VC ∪ VR, where VL = {v1, · · · , vn} consists of

vertices on the left side of the axis of involution, VR = {v′1, · · · , v′n} are vertices on

the right, and VC = {w1, · · · , wm} are vertices lying on the axis.

Definition 5.8. (GR and GL [123]). Two weighted graphs GL and GR are obtained

from G as follows. To form GR:

(i) Take the subgraph of G induced by VR ∪ VC .

(ii) For every edge e = (wi, wj) along the axis of involution, reduce the weight by

half.

To form GL:

(i) Take the subgraph of G induced by VL together with a new vertex u.

(ii) For each edge e = (vi, v
′
i) with weight ω(e), add an edge (u, vi) with weight

2ω(e).

(iii) For each edge e = (vi, wj) add an edge (u, vi) with weight ω(e).

With these defined,

Theorem 5.9. (Zhang-Yan [123, Theorem 2.1]) Suppose that G = (V (G), E(G)) is

a weighted graph with an involution h and that GL, GR, and VC are defined as above.

Then the tree weight of G is given by

τ(G) = 2m−1τ(GL)τ(GR)

where m is the number of vertices of VC.
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Remark 5.10. Because (K,h) is strongly invertible, the edge set E(G) of the Tait

graph G contains edges of the form e = (vi, v
′
j) only if i = j. Thus we have omitted

items (3) and (2′) from the definition appearing in [123].

5.4 Proof of Theorem 5.13

Assume that Kac = ea∪ec is unknotted, and call Kab = ea∪eb and Kbc = eb∪ec.
As described in Section 5.2.1, Kac can be viewed as the fixed set Fix(h) of the

involution for some strongly invertible knot (K,h) = ẽb. We may assume that any

diagram of K is symmetric with respect to h and view Kac as a vertical axis α

with the point at infinity. By definition, (K,h) intersects α in exactly two points.

This partitions α ∪ {∞} = ea ∪ ec into ‘two rooms’ along which the diagram admits

a uniform checkerboard coloring pattern from wall to wall, as in Figure 49. More

precisely, symmetry implies that given any edge e ∈ E(G) or e ∈ E(G⊥), either α

intersects e in exactly one point, α and e are disjoint, or α intersects e in e. Recall

that there are two choices of a checkerboard shading φ of diagram of (K,h). For

exactly one choice of shading φ, the following holds for all edges:

In ea : e ∩ ea = e and e⊥ ∩ ea = 1 point,

In ec : e ∩ ec = 1 point and e⊥ ∩ ec = e⊥.

(5.3)

The other choice in shading will yield an equivalent statement interchanging e and

e⊥. As a consequence of (5.3), we have:

Lemma 5.11. A checkerboard shading of (K,h) in S3 induces a checkerboard shading

on the constituent knots Kab and Kbc in the quotient diagram of ϑ = K/h ∪ α in S3.

Proof. Choose a checkerboard shading in a symmetric diagram of (K,h). Quotient

via the involution h to obtain a theta curve ϑ = K/h ∪ ea ∪ ec. In Kab = K/h ∪ ea,

the checkerboard shading at the crossings of (K,h) along ea descend in the quotient

to checkerboard shaded clasps, and the shaded crossings along ec descend to shaded

‘fingers.’ See Figure 49. Similarly in Kbc = K/h ∪ ec, the checkerboard shading

at crossings along ec descends to shaded clasps, and the shaded crossings along ea
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Fig. 49. (Top left) Checkerboard shading on (K,h) showing ‘two rooms’ of shading

patterns along the axis. (Top right) ϑ = K/h∪ea∪ec. (Bottom) The shading

of (K,h) induces a shading on the constituent knots Kbc (left) and Kab (right)

of ϑ. Parts of the Tait graphs are indicated in red.

descend to shaded fingers. Away from the axis, the checkerboard shadings in the

diagram of Kab and Kbc agree with that of (K,h).

Let G,Gab, Gbc denote the Tait graphs for (K,h), Kab, Kbc, respectively.

Lemma 5.12. For one choice of checkerboard shading of (K,h), we have 2m−1τ(GR) =

τ(Gab) and τ(GL) = τ(Gbc). With other choice, 2m−1τ(G⊥
R) = τ(G⊥

bc) and τ(G⊥
L) =

τ(G⊥
ab).

In the second case, Lemma 5.12 implies |τ(G)| = |τ(G⊥)|.

Proof of Lemma 5.12. Fix a symmetric diagram of (K,h) and by convention, let ec

be the unbounded arc of the axis. The Tait graph G of the diagram is symmetric,

planar and connected. The edge weights ω(e) ∈ {−1,+1} for e ∈ G are induced

from the incidence numbers ξ(c) at the crossings, where the signs of the ξ(c) depend

on the choice in the checkerboard shading of the diagram. Specify the shading φ of

(K,h) so that (5.3) holds. With this choice, the unbounded region of the diagram is

unshaded. By Lemma 5.11, φ induces a shading on the constituent knot Kab = eb∪ea
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corresponding with Tait graph Gab. Under the action of the involution, edges in G

that are disjoint from α map bijectively to edges in Gab. Edges intersecting α in a

point do not map to edges in Gab, and edges that lie along α map to a subdivided

edge in Gab. In particular, to form Gab:

(i) Take the subgraph of G induced by VR ∪ VC .

(ii) For every edge e = (wi, wj) along the axis of involution, subdivide e into (wi, x)∪
(x,wj) and set ω(wi, x) = ω(x,wj) =

1
2
ω(e).

This nearly agrees with the definition of GR; Lemma 5.6 then implies 2m−1τ(GR) =

τ(Gab).

Consider now Kbc with Tait graph Gbc. Under the action of the involution, edges

in G that are disjoint from α map bijectively to edges in Gbc. Edges that lie along α

do not map to edges in Gbc. Edges e = (vi, v
′
i) in G that intersect α in a point map

to a pair of edges in Gbc. (This pair of edges is dual to a subdivided edge in G⊥
bc; see

Figure 49). In particular, to form Gbc:

(i) Take the subgraph of G induced by VL together with a new vertex u.

(ii) For each edge e = (vi, v
′
i) with weight ω(e), add a pair of edges edges e1 =

(u, vi) = e2 each with weight ω(e).

(iii) For each edge e = (vi, wj) add an edge (u, vi) with weight ω(e).

This nearly agrees with the definition of GL; the difference is the factor of 2 in the edge

weight in item (ii), which here manifests as a pair of edges. Thus τ(GL) = τ(Gbc).

Finally, let us consider the other choice in shading. Equation 5.3 becomes an

equivalent statement with e and e⊥ interchanged. Duality preserves connectedness,

planarity, symmetry and edge weights. The above argument applies, mutatis mutan-

dis : interchange G⊥ and G, and interchange Kab and Kbc.

We can now prove the main result:

Theorem 5.13. Let ϑ be a simple theta curve with constituent knots Kab, Kac, Kbc.

Then

det(ϑ) = det(Kab) · det(Kac) · det(Kbc).
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Proof. By Lemma 5.4, the determinants of (K,h), Kab, and Kbc may be calculated by

the tree weights of G,Gab, and Gbc, respectively (or equivalently by the tree weights

of G⊥, G⊥
ab, and G⊥

bc). Hence, by Theorem 5.9, we have

det(ϑ) = τ(G)

= 2m−1τ(GL)τ(GR)

= τ(Gab)τ(Gbc)

= det(Kab) det(Kac) det(Kbc).

5.4.1 Examples

p k p

p

q

Fig. 50. The ϑ-curve ϑ(p, q) with constituent knots T (p + q, 2), T (p, 2), and U . The

P (p, q, p) pretzel knot is the corresponding strongly invertible knot.

Example 5.14. Let ϑ(p, q), with p odd and q = 2k even, be the ϑ-curve pictured in

Figure 50. The three constituent knots are the unknot, and the torus knots T (p+q, 2)

and T (p, 2). By Theorem 5.13, det(ϑ) = det(T (p+ q, 2)) · det(T (p, 2)) = (p+ q) · p =

p2 + pq. The pretzel knot P (p, k, p) is the strongly invertible knot that corresponds
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with ϑ(p, q), and it also has determinant p2 + pq.

Example 5.15. Consider the strongly invertible knot (K,h) = 948, pictured with

an axis of involution in Figure 51. Its quotient under the involution, together with

the axis, forms a spatial theta curve whose diagram contains 9 crossings. The two

constituent knots Kab = 31 and Kbc = 61 are shown in the figure. The determinants

of 31, 61, 948 are 3, 9, 27. The Tait graphs G,G⊥ for (K,h) and Gij, G
⊥
ij for Kij are

also illustrated.

Fig. 51. (Left) Strongly invertible knot 948 with axis of involution. (Center) Con-

stituent knot Kab is the trefoil 31. (Right) Constituent knot Kbc is the knot

61. Corresponding Tait graphs and their duals are shown below.

Example 5.16. Constituent knots for all theta curves in the Litherland-Moriuchi

table [87, 75] were previously determined by Baker, Buck and O’Donnol in [24, Table

2]. We can now apply Theorem 5.13 to compute the values of det(ϑ) for all of the theta

curves tabulated. An augmented table including the values of det(ϑ) and det(K) for

constituent knots is displayed as Table 5 below.
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ϑ C. Knots det(Kij) det(ϑ)

31 2x01 31 1,3 3

41 2x01 41 1,5 5

51 3x01 1 1

52 2x01 31 1,3 3

53 2x01 51 1,5 5

54 01 31 51 3,5 15

55 2x01 52 1,7 7

56 2x01 52 1,7 7

57 01 31 52 3,7 21

61 3x01 1 1

62 2x01 31 1,3 3

63 01 31 41 3,5 15

64 01 31 41 3,5 15

65 2x01 61 1,9 9

66 2x01 61 1,9 9

67 2x01 61 1,9 9

68 01 41 61 5,9 45

69 2x01 62 1,11 11

610 2x01 62 1,11 11

611 2x01 62 1,11 11

612 01 31 62 3,11 33

613 01 41 62 5,11 55

614 2x01 63 1,13 13

615 2x01 63 1,13 13

616 01 31 63 3,13 39

71 3x01 1 1

72 3x01 1 1

73 3x01 1 1

74 3x01 1 1

75 2x01 31 1,3 3

ϑ C. Knots det(Kij) det(ϑ)

76 2x01 31 1,3 3

77 2x01 31 1,3 3

78 01 31 31 3,3 9

79 01 31 31 3,3 9

710 01 31 31 3,3 9

711 2x01 52 1,7 7

712 2x01 41 1,5 5

713 2x01 41 1,5 5

714 01 41 41 5,5 25

715 2x01 51 1,5 5

716 2x01 51 1,5 5

717 2x01 51 1,5 5

718 01 51 52 5,7 35

719 2x01 52 1,7 7

720 2x01 52 1,7 7

721 2x01 52 1,7 7

722 01 31 52 3,7 21

723 01 41 52 5,7 35

724 01 41 52 5,7 35

725 2x01 71 1,7 7

726 01 31 71 3,7 21

727 01 51 71 5,7 35

728 2x01 72 1,11 11

729 2x01 72 1,11 11

730 2x01 72 1,11 11

731 01 31 72 3,11 33

732 01 52 72 7,11 77

733 2x01 73 1,13 13

734 2x01 73 1,13 13

735 01 31 73 3,13 39

ϑ C. Knots det(Kij) det(ϑ)

736 01 51 73 5,13 65

737 01 52 73 7,13 91

738 2x01 74 1,15 15

739 2x01 74 1,15 15

740 01 31 74 3,15 45

741 01 31 74 3,15 45

742 01 52 74 7,15 105

743 2x01 75 1,17 17

744 2x01 75 1,17 17

745 01 31 75 3,17 51

746 01 31 75 3,17 51

747 01 31 75 3,17 51

748 01 51 75 5,17 85

749 01 52 75 7,17 119

750 2x01 76 1,19 19

751 2x01 76 1,19 19

752 2x01 76 1,19 19

753 2x01 76 1,19 19

754 2x01 76 1,19 19

755 01 31 76 3,19 57

756 01 31 76 3,19 57

757 01 41 76 5,19 95

758 01 52 76 7,19 133

759 2x01 77 1,21 21

760 2x01 77 1,21 21

761 2x01 77 1,21 21

762 2x01 77 1,21 21

763 2x01 77 1,21 21

764 01 31 77 3,21 63

765 01 41 77 5,21 105

Table 5. Theta curves through seven crossings, their constituents, and their determi-

nants. All of the constituent knots in the Litherland-Moriuchi table [87, 75]

are simple.
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Appendix A

MATLAB CODE FOR RNA METHODOLOGY

1 func t i on [ pairType , pa i rDi s t , i sVa l i d ] = pairChecker ( chord1 , chord2 , c h o r d l i s t )
2 %func t i on [ pairType , p a i r d i s t , i sVa l i d ] = pairChecker ( chord1 , chord2 , c h o r d l i s t )
3 %
4 % Checks whether two chords are nested or crossed , computes t h e i r d i s tance ,
5 % and op t i o na l l y checks i f t h e i r i s a pa i r ed base between t h e i r endpoints
6 %
7 % Input : chord1 / 2 . . . . . . . 1x2 ar rays o f the form [ l i r i ]
8 % ch o r d l i s t . . . . . . the l i s t o f chords to check i f the r e i s a pa i r ed
9 % base between the l e f t or r i g h t end po in t s o f chords 1 and 2

10 %
11 % Output : pairType . . . . . . . . . . −1 f o r nest ing , 1 f o r c ro s s ing , 0 f o r n e i t h e r
12 % pa i rD i s t . . . . . . . . . . max( abs ( l 2−l 1 ) , abs ( r 2−r 1 ) )
13 % i sVa l i d . . . . . . . . . . . I s t h i s a va l i d k−nest or k−c r o s s . True i f
14 % there i s no pa i red base between l1 , l 2 or r1 , r2
15 %
16 %
17 % − chord1 and chord2 should be input in order by l e f t endpoints , but the
18 % code w i l l check f o r t h i s .
19 % − I f only chord1 and chord2 are passed , w i l l s imply check i f they are a
20 % c r o s s i n g or ne s t i ng and how f a r they are .
21 %
22 %
23 % Example : c h o r d l i s t = [ 1 3 ; 2 5 ; 4 6 ; 7 12 ; 8 11 ; 9 10 ; 13 18 ; 17 21 ]
24 %
25 % [ pairType , p a i r d i s t , i sVa l i d ] = pairChecker ( [ 7 1 2 ] , [ 8 11 ] , c h o r d l i s t )
26 % pairType i s −1, p a i r d i s t i s 1 , i sVa l i d i s True
27 %
28 % [ pairType , p a i r d i s t , i sVa l i d ] = pairChecker ( [ 1 3 1 8 ] , [ 1 7 21 ] , c h o r d l i s t )
29 % pairType i s 1 , p a i r d i s t i s 4 , i sVa l i d i s True
30 %
31 % [ pairType , p a i r d i s t , i sVa l i d ] = pairChecker ( [ 4 6 ] , [ 9 10 ] , c h o r d l i s t )
32 % pairType i s 0 , p a i r d i s t i s 5 , i sVa l i d i s Fa l se
33
34
35 %Some checks to make sure input i s formatted c o r r e c t l y .
36 %Check to make sure the chords are in the format [ l i r i ]
37 i f ~ i s e q u a l ( s i z e ( chord1 ) , [ 1 2 ] ) | | ~ i s e q u a l ( s i z e ( chord2 ) , [ 1 2 ] )
38 e r r o r ( ' Input chords must be s i z e 1x2 array ' )
39 end
40
41 l 1 = chord1 (1 ) ;
42 r1 = chord1 (2 ) ;
43
44 l 2 = chord2 (1 ) ;
45 r2 = chord2 (2 ) ;
46
47 i f l 1 >= r1 | | l 2 >= r2
48 e r r o r ( 'Chords are not formatted c o r r e c t l y as [ l i r i ] . ' )
49 end
50
51 %Check i f chords are ordered by l e f t endpoint
52
53 i f l 1 > l 2
54 tmp = chord1 ;
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55 chord1 = chord2 ;
56 chord2 = tmp ;
57 end
58
59 %End checks
60
61 pa i rD i s t = max ( [ abs ( l2−l 1 ) abs ( r2−r1 ) ] ) ; %The chord d i s t ance
62
63 i f l 2 > l 1 && r2 > r1 && l2 < r1
64 pairType = 1 ; %Crossed e . g . [ 1 3 ] and [ 2 4 ]
65 e l s e i f l 2 > l 1 && r2 < r1
66 pairType = −1; %Nested e . g . [ 1 4 ] and [ 2 3 ]
67 e l s e
68 pairType = 0 ; %Independent e . g . [ 1 3 ] and [ 4 5 ]
69 end
70
71 %I f the g l oba l chord l i s t i s provided , then we can check i f the r e i s a
72 %pa i red base between the two chords .
73 i f narg in == 3
74 i sVa l i d = true ;
75 l e f tRange = so r t ( [ l 1 l 2 ] ) ;
76 r ightRange = so r t ( [ r1 r2 ] ) ;
77 %Le f t endpoint check
78 j t 1 = ch o r d l i s t > l e f tRange (1 ) & ch o r d l i s t < l e f tRange (2 ) ;
79 %Right endpoint check
80 j t 2 = ch o r d l i s t > r ightRange (1 ) & ch o r d l i s t < r ightRange (2 ) ;
81 %The chord l i s t conta in s a l l bases which are pa i r ed . So i f there ' s any
82 %endpoint o f a chord with in the range o f l1 , l 2 or r1 , r2 , then the re i s
83 %a pa i red base between chord1 and chord2 , so i sVa l i d=f a l s e .
84 i f any ( j t1 , ' a l l ' ) | | any ( j t2 , ' a l l ' )
85 i sVa l i d = f a l s e ;
86 end
87 end
88
89
90 end

1 func t i on [ segments ] = findSegments ( chords , tau )
2 %func t i on [ segments ] = f indSegments ( chords , tau )
3 % Input : chords . . . . . . . . . . . . . . . . . l i s t o f base pa i r s
4 % tau . . . . . . . . . . . . . . . . . . . . 0=bpRNA, 1<tau<=i n f = tau−Segments
5 % Output : segments . . . . . . . . . . . . . . c e l l array , each c e l l i s a segment
6 %
7 % A segment i s a maximal non−chord obst ructed k−ne s t ing .
8 % An augmented segment i s a
9 % I f tau=0, segments are maximal n e s t i n g s

10 % Otherwise tau i s used in the d i s t anc e cond i t ion , and segments can be
11 % c r o s s i n g s .
12 numChords = s i z e ( chords , 1 ) ;
13 segments={};
14 currentSegment = chords ( 1 , : ) ;
15 i f tau < 0
16 e r r o r ( 'Enter a value o f tau g r e a t e r or equal to 0 . ' )
17 end
18
19 f o r i i = 1 : numChords−1
20 chord1 = chords ( i i , : ) ;
21 chord2 = chords ( i i +1 , : ) ;
22 [ pairType , pa i rDi s t , i sVa l i d ] = pairChecker ( chord1 , chord2 , chords ) ;
23
24 %Comparison Dependent on input f o r tau .
25 %tau=0 −−> bpRNA segment d e f i n i t i o n
26 % 1 <= tau < i n f t y −−> G tau
27 % tau = i n f −−> G Aug = G { tau max}
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28 i f tau == 0
29 %bpRNA way . . every segment must be a ne s t i ng
30 i f pairType == −1 && i sVa l i d
31 currentSegment = [ currentSegment ; chord2 ] ;
32 e l s e
33 segments{end+1} = currentSegment ;
34 currentSegment = chord2 ;
35 end
36 e l s e
37 %Just need to check f o r maximally non chord obst ructed s e t s o f
38 %chords with in d i s t anc e tau
39 %I f tau=in f , then pa i rD i s t < tau always true , l ook s f o r maximally
40 %non chord obst ructed groups o f chords
41 i f pa i rD i s t <= tau && i sVa l i d
42 currentSegment = [ currentSegment ; chord2 ] ;
43 e l s e
44 segments{end+1} = currentSegment ;
45 currentSegment = chord2 ;
46 end
47 end
48
49 end
50 segments{end+1} = currentSegment ;
51
52 end

1 func t i on [ segmentgraph ] = makeSegmentGraph ( segments )
2 %func t i on [ segmentgraph ] = makeSegmentGraph ( segments )
3 % Input : Takes a c e l l array o f segments from findSegments
4 % Output : I n t e r s e c t i o n graph o f segments
5 %
6
7
8 numSegments = numel ( segments ) ;
9 segmentgraph=graph ( l o g i c a l ( z e r o s ( numSegments ) ) ) ; %#ok<∗LOGL>

10 segmentgraph . Nodes . Weights = c e l l f u n (@numel , segments ) '/2 ;
11 i f numSegments==1
12 return
13 end
14 pos s ib l eEdges = nchoosek ( 1 : numSegments , 2 ) ;
15
16
17 f o r i i = 1 : s i z e ( poss ib l eEdges , 1 )
18 s = pos s ib l eEdges ( i i , 1 ) ;
19 t = pos s ib l eEdges ( i i , 2 ) ;
20 chord1 = segments{ s } ( 1 , : ) ;
21 chord2 = segments{ t } ( 1 , : ) ;
22 pairType = pairChecker ( chord1 , chord2 ) ;
23 %Theorem : i f c1 in S1 and c2 in S2 cros s , then a l l chords in S1 c r o s s
24 %a l l chords in S2 , so j u s t need to check one pa i r to see i f segments
25 %c r o s s .
26 i f pairType == 1
27 segmentgraph = addedge ( segmentgraph , s , t ) ;
28 end
29 end
30
31
32 end

1 func t i on [ thePKs ,numPKs ] = findPKs ( segmentgraph , w e i g h t f i r s t )
2 %func t i on [ thePKs ,numPKs ] = findPKs ( segmentgraph , use we ight s )
3 % Input : segmentgraph . . . . . . . . from makeSegmentGraph
4 % we i g h t f i r s t . . . . . . . . . boolean .
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5 %
6 % I f w e i g h t f i r s t i s true , then minimize weight , then minimize c a r d i n a l i t y
7 % I f w e i g h t f i r s t i s f a l s e , then minimize c a rd i n a l i t y , then minimize weight
8 %
9 %Warning : Use BK max independent s e t a lgor i thm only on the connected

10 %components . Number o f s e t s exp lodes with mul t ip l e components
11 %( mu l t i p l i c a t i v e ) .
12 g = segmentgraph ;
13
14 %Get l i s t o f components , and get r i d o f i s o l a t e d v e r t i c e s .
15 [ comps , compsizes ] = conncomp (g , 'OutputForm ' , ' c e l l ' ) ;
16 j t = compsizes==1;
17 comps ( j t ) = [ ] ; %Done t h i s way f o r some debugging purposes .
18 weights = g . Nodes . Weights ;
19 thePKs = c e l l (1 , numel ( comps ) ) ; %at l e a s t one PK per connected component
20 f o r i i = 1 : numel ( comps )
21 V = comps{ i i } ; %Vertex s e t o f component i i
22 i f w e i g h t f i r s t %Min c a r d i n a l i t y over a l l min weight cover s
23 i f numel (V) == 2
24 %i f component i s s i z e 2 , p ick the ver tex with minimum weight
25 [~ , ind ] = min ( weights (V) ) ;
26 thePKs{ i i } = V( ind ) ;
27 e l s e
28 H = subgraph (g ,V) ; %Component j j
29 A H = f u l l ( adjacency (H) ) ; %Adj matrix o f H
30 M = BK MaxIS(A H) ' ; %Each row i s max ' l ind s e t in H
31 W = H. Nodes . Weights ; %Weights o f v e r t i c e s o f H
32 W I = M∗W; %Sum of weights f o r each maximal independent s e t
33 W max = max(W I) ; %Find maximum weight sum
34 j t = W I == W max; %Find a l l ind s e t s o f max weight
35 Mp = M( j t , : ) ;
36 thecards = sum(Mp, 2 ) ;
37 j t = thecards == max( thecards ) ; %Find max c a r d i n a l i t y max weight ind s e t
38 Mp = Mp( j t , : ) ;
39 Mvc = ones ( s i z e (Mp) )−Mp;
40 Mvc = sort rows (Mvc , ' descend ' ) ; %Lex order
41 thePKs{ i i } = V( l o g i c a l (Mvc ( 1 , : ) ) ) ;
42 end
43 e l s e %Min weight over a l l min c a r d i n a l i t y cover s
44 H = subgraph (g , comps{ i i }) ;
45 M = BK MaxIS( f u l l ( adjacency (H) ) ) ' ;
46 thecards = sum(M, 2 ) ;
47 j t = thecards == max( thecards ) ; %Find maximum ca r d i n a l i t y ind s e t s
48 M = M( jt , : ) ;
49 W = H. Nodes . Weights ; %Weights o f v e r t i c e s o f H
50 Mvc = ones ( s i z e (M) )−M;
51 Mvc = sort rows (Mvc , ' descend ' ) ; %Lex order
52 W I = Mvc∗W; %Sum of weights f o r each minimum vertex cover
53 [~ , j t ] = min (W I) ;
54 thePKs{ i i } = V( l o g i c a l (Mvc( j t , : ) ) ) ;
55 end
56
57 end
58
59 numPKs = sum( c e l l f u n (@numel , thePKs ) ) ;
60 end

1 func t i on [ secondary ] = c l a s s i f yBa s e s ( segments , seqLength )
2 %func t i on [ secondary ] = c l a s s i f yBa s e s ( segments , seqLength )
3 % Takes a segment p a r t i t i o n where no two segments c r o s s each other .
4 % I f each segment i s a nest ing , then the chord diagram i s c r o s s i n g l e s s
5 %
6 % Note a f t e r PK removal , the only c r o s s i n g s in the chord diagram come from
7 % segments which are c r o s s i n g s ( independent c r o s s i n g s ) .
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8 % I f the re i s at l e a s t one segment which i s a c ro s s ing , that i s a ' tw i s t ed
9 % stem ' , and we w i l l r e v e r s e the order o f the r i g h t endpoints to make i t

10 % look l i k e i t was a ne s t i ng o r i g i n a l l y , c o l l e c t the chords a l l again , and
11 % remake the segment p a r t i t i o n in t h i s new chord diagram with no c r o s s i n g s .
12 %
13 % Outputs s t r u c tu r e ' secondary ' with f i e l d s
14 % In t e r na l l oops
15 % Bulges
16 % Hairp ins
17 % Mult i l oops
18 % External Loop
19 % Dangling Ends
20 % Stems
21 % Twisted Stems
22
23 %Check to see which segments are tw i s t ed stems , i f the r e are any .
24 segmentstmp = segments ;
25 segmentTypes = ze ro s (1 , numel ( segments ) ) ;
26 S = [ ] ;
27 ST = [ ] ;
28 f o r i i = 1 : numel ( segmentstmp )
29 chords = segmentstmp{ i i } ;
30 nchords = s i z e ( chords , 1 ) ;
31 i f nchords == 1
32 segmentTypes ( i i ) = −1;
33 S = [ S ; chords ' ] ;
34 cont inue
35 e l s e
36 pairType = pairChecker ( chords ( 1 , : ) , chords ( 2 , : ) ) ;
37 segmentTypes ( i i ) = pairType ;
38 i f pairType == 1 %i f segment i s a c r o s s i n g
39 segmentstmp{ i i } = [ chords ( : , 1 ) chords ( end : −1 :1 ,2) ] ;
40 ST = [ST; chords ( : ) ] ;
41 e l s e
42 S = [ S ; chords ( : ) ] ;
43 end
44 end
45 end
46 S = so r t (S) ;
47 ST = so r t (ST) ;
48 %New chord l i s t where every segment i s now a ne s t i ng
49 chords = ve r t ca t ( segmentstmp { :} ) ;
50 %New segment l i s t , to ensure maximal n e s t i n g s . For example , in the
51 %reduct i on method , i f you have an r−c r o s s i n g proper ly conta in ing a
52 %k−c ro s s ing , then i d e n t i f y f i n g the r−c r o s s i n g to a s i n g l e chord c r e a t e s an
53 %e f f e c t i v e k+1−ne s t ing . Except we don ' t i d en t i f y , so we r e a l l y get a k+r
54 %nes t ing .
55 segments = findSegments ( chords , i n f ) ;
56
57 unpaired = s e t d i f f ( 1 : seqLength , chords ( : ) ) ;
58
59 minpaired = min ( chords ( : , 1 ) ) ;
60 maxpaired = max( chords ( : , 2 ) ) ;
61
62 I = {} ; % In t e r na l loop r e g i on s
63 B = {} ; % Bulge r e g i on s
64 H = {} ; % Hairpin r e g i on s
65 M = {} ; % Mult i loop r e g i on s
66 X = {} ; % Xternal loop r e g i on s
67 E = [ 1 : ( minpaired −1) (maxpaired+1) : seqLength ] ; % Dangling
68 unpaired=s e t d i f f ( unpaired ,E) ;
69 %bulges and i n t e r n a l l oops are found with in a segment .
70 f o r j j = 1 : numel ( segments )
71 s = segments{ j j } ;
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72 %outer = [ outer ; s ( 1 , : ) ] ;
73 f o r kk = 1 : s i z e ( s , 1 )−1 %
74 %Remember , r i g h t endpoints are in descending order in n e s t i n g s
75 L = ( s (kk , 1 ) + 1) : ( s ( kk+1 ,1)−1) ; %Le f t s i d e
76 R = ( s ( kk+1 ,2) + 1) : ( s ( kk , 2 ) −1) ; %Right s i d e
77 LandR = [L R ] ;
78 i f ~ isempty (L) && ~ isempty (R) %Check i f both nonempty f i r s t
79 %In t e r na l Loop i f t h e r e s a gap between l e f t s and r i g h t s
80 I = [ I {LandR } ] ;
81 e l s e i f ~ isempty (L) | | ~ isempty (R) %o/w check >= 1 nonempty
82 %One o f L or R i s empty , so the nonempty one i s a bulge
83 B = [B {LandR } ] ;
84 end
85 unpaired = s e t d i f f ( unpaired , LandR) ;
86 end
87 %Check i f t h i s segment f l a nk s a ha i rp in by check ing i f the sequence
88 %of bases conta ined by the innermost chord has no pa i red base
89 %Also , i f i t does have a pa i red base , then there are mul t i l oops to
90 %f i nd
91 inner = s ( end , : ) ;
92 t e s t s e q = ( inner (1 )+1) : ( inne r (2 )−1) ;
93 basesContained = i n t e r s e c t ( t e s t s eq , unpaired ) ; %Bases under segment
94 i f ~ isempty ( basesContained )
95 i f a l l ( d i f f ( basesContained )==1)
96 H = [H {basesContained } ] ;
97 unpaired = s e t d i f f ( unpaired , basesContained ) ;
98 e l s e
99 %Want a l l the unpaired bases under t h i s segment which i s

100 %not underneath any other segment
101 tmp = [ ] ;
102 f o r kk = 1 : numel ( basesContained )
103 base = basesContained ( kk ) ;
104 j t = f i nd ( base > chords ( : , 1 ) & base < chords ( : , 2 ) ,1 , ' l a s t ' ) ;
105 i f i s e q u a l ( chords ( j t , : ) , i nne r )
106 %Check to see i f the 'minimal conta in ing chord ' i s
107 %inner
108 tmp = [ tmp base ] ;
109 end
110 end
111 M = [M {tmp } ] ;
112 unpaired = s e t d i f f ( unpaired , tmp) ;
113 end
114 end
115 end
116
117
118 %So f a r we ' ve gotten a l l the i n t e r n a l loops , bulges , and ha i r p i n s
119 %
120 %Unpaired bases not conta ined under any chord are part o f the ex t e rna l
121 %loop
122 tmp = [ ] ;
123 f o r j j = 1 : numel ( unpaired )
124 %External loop check
125 j t=unpaired ( j j ) >= chords ( : , 1 ) & unpaired ( j j ) <= chords ( : , 2 ) ;
126 i f a l l (~ j t ) %i f unpaired ( j j ) does not l i v e underneath a chord
127 tmp = [ tmp unpaired ( j j ) ] ;
128 end
129 end
130 unpaired=s e t d i f f ( unpaired , tmp) ;
131 X = {} ;
132 %Find each reg i on
133 dt = [0 f i nd ( d i f f (tmp) ~= 1) numel (tmp) ] ;
134 f o r j j = 1 : numel ( dt )−1
135 X = [X {tmp( dt ( j j )+1: dt ( j j +1) ) } ] ;
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136 end
137 i f ~ isempty ( unpaired )
138 e r r o r (” Unpaired base not l ab e l ed ”)
139 end
140 %Need sequences o f con s e cu t i v e chords to order and ' index ' the
141 %ex t e r i o r r e g i on s from l e f t to r i g h t .
142 secondary . I = I ;
143 secondary .B = B;
144 secondary .H = H;
145 secondary .M = M;
146 secondary .X = X;
147 secondary .E = E;
148 secondary . S = S ;
149 secondary .ST = ST;
150
151 end
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Uéverton S. Souza, and Fábio Protti. “P3-convexity on graphs with diameter

two: computing hull and interval numbers”. In: Discrete Appl. Math. 321

(2022), pp. 368–378. doi: 10.1016/j.dam.2022.07.013.

[30] Diane Castonguay, Erika M. M. Coelho, Hebert Coelho, and Julliano R.

Nascimento. “On the geodetic hull number for complementary prisms II”.

In: RAIRO Oper. Res. 55 (2021), S2403–S2415. doi: 10.1051/ro/2020089.

[31] C. C. Centeno, L. D. Penso, D. Rautenbach, and V. G. Pereira de Sá. “Geode-
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