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Abstract 
 

This document introduces the Antenna Calculation and Autotuning Tool (AntennaCAT) software 

suite, which automates the generation, computer-aided design (CAD) modeling, simulation, data 

collection, and optimization process for antenna design. AntennaCAT is the first comprehensive 

implementation of machine learning to automate, evaluate, and optimize the design process using 

several well-recognized commercially available EM simulation software. In particular, this work 

includes the capability to create and export structured datasets from the aforementioned EM 

software for iterative improvement and includes an expandable selection of optimizers.  

As part of the antenna generation process, AntennaCAT has an antenna calculator for three 

topologies (a rectangular patch antenna, a half-wave monopole, and a quarter-wave dipole), and 

an expandable internal library of parameterized, customizable replication study designs included 

to encourage exploration. The AntennaCAT software also supports importing existing scripts and 

loading in project references for file modification. All calculated, replicated, imported, and loaded 

projects are compatible with the eleven optimizers included in the internal optimizer suite. This 

optimizer suite includes eight swarm-based optimizers, a sweep optimizer with random and grid 

search options, a Bayesian optimizer, a Python implemented MultiGLODS optimizer, and optional 

surrogate model kernels compatible with these optimizers. In total, there are 90 optimizer-

surrogate model combinations, and additional configurations such as boundary condition handling 

which may cause unique optimizer behavior. With the internal design options, this creates more 

than 1,500 combination options for users to choose from, and then customize. 

To address the breadth of designs AntennaCAT can optimize, a library of machine learning models 

has been implemented to suggest optimizer hyperparameters. Data collected using a suite of single-

objective and multiple-objective benchmark functions was used to train a series of connected 

machine learning models for suggesting optimizer hyperparameters based on knowledge of the 

number of controllable problem variables and the number of target values being optimized. To 

encourage replication of research, an expandable internal library of parameterized designs is 

included for customization. Furthermore, this work integrates with several of the most frequently 

used EM simulation suites in research today, allowing for dynamic CAD model generation, 

optimization and tuning on most research platforms. 
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CHAPTER 1  
Background: Computation, Automation, and Tuning  

 

Antenna design is a complex process marked by the diverse requirements of modern 

communication systems. To keep pace with evolving technology, antennas come in various shapes 

and sizes, each designed for specific applications and operating frequencies. Antennas are essential 

components in wireless communication systems and take forms from easily recognizable devices 

such as radios, televisions, cell phones, and Wi-Fi routers, to complex networks of satellite 

communication systems. Each of these applications demand a careful balance of performance 

requirements, such as gain, bandwidth, impedance, and radiation pattern, and physical 

specification constraints including size, materials, durability, bendability, and weather proofing [1- 

6]. Achieving optimal performance requires navigating numerous challenges, including precise 

knowledge of wave propagation, radiation behavior, environmental factors, and electromagnetic 

interference, often necessitating advanced analytical tools and computational techniques [7-9]. 

Trade-offs between conflicting design parameters present additional challenges. For instance, 

increasing gain may require sacrificing antenna size or narrowing bandwidth. Fabricating antennas 

with precise geometries and material properties pose manufacturing challenges, particularly for 

high-frequency designs or complex structures, where tolerances and fabrication techniques play a 

critical role in performance. 

Despite these challenges, effective antenna design is essential for enabling reliable and efficient 

communication in modern wireless systems. Computational electromagnetics (CEM) involves 

using numerical methods and computer simulations to analyze the behavior of electromagnetic 

fields. In the context of antenna design, computational electromagnetics allows for the modeling 

and simulation of antenna performance, predicting radiation patterns, analyzing impedance 

matching, and optimizing designs without the need for costly physical prototypes. However, while 

optimization techniques are employed to refine antenna designs and improve performance, this 

process is intrinsically interactive, experimental, and time-consuming [3, 7, 10]. 

To address these obstacles, much work has been done in automating processes for integrating 

optimization with electromagnetic (EM) simulation. EM simulation software suites may have built 

in optimizers [11-14], or researchers may have implemented their own custom solutions to meet 
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specific needs [15-17]. However, there exist several key issues with these methods and current 

resources, notably; 1) limitations with EM software-integrated optimizers, 2) lack of resources for 

applying new optimizers, 3) difficulty of replication of research on alternate systems or setups, and 

4) a high barrier to entry into the field for students or young researchers.  

To understand the computational difficulties of CEM, and the existing resources for antenna 

design, Chapter 1 provides a review of the current state of the art, and uses for automation, 

optimization, replication, and machine learning. This provides the motivation for the Antenna 

Calculation and Autotuning tool suite introduced in Chapter 2, the integrated optimization tools in 

Chapter 3, and our efforts to make antenna design simpler, replicable, and more accessible in 

Chapters 4-5, with example results in Chapter 6.  

 

1.1 Computational Electromagnetics and Simulation 
All computational electromagnetics begins with Maxwell’s equations. Maxwell’s equations are a 

set of fundamental partial differential equations (PDE) in classical electromagnetism named after 

the Scottish physicist James Clerk Maxwell who formulated them in the 19th century [18]. These 

equations are:  

1. Gauss’s law for electric fields 

(∇ ⋅ 𝑬) =
𝜌

𝜖0
 (𝑒𝑞. 1) 

Where 𝐄  is the electric field, 𝜌 is the charge density, and 𝜖0 is the permittivity of free space. This 

describes how electric fields originate from electric charges. 

2. Gauss’s law for magnetic fields 

∇ ⋅ 𝑩 = 0 (𝑒𝑞. 2) 

Where 𝐁 is the magnetic field. This describes how magnetic field lines in a system form closed 

loops.  

3. Faraday’s law of electromagnetic induction 
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∇ × 𝑬 = −
𝜕𝑩

𝜕𝑡
  (𝑒𝑞. 3) 

Where 𝐄  is the electric field and 𝐁 is the magnetic field. This connects the relation between electric 

and magnetic fields, and how a changing magnetic field induces and electric field.  

4. Ampère's law, with Maxwell's addition 

∇ × 𝑩 = 𝜇0𝑱 + 𝜇0𝜖0
𝜕𝑬

𝜕𝑡
(𝑒𝑞. 4) 

Where 𝐁 is the magnetic field, 𝐉 is the current density, 𝜇0 is the permeability of free space, and 𝜖0 

is the permittivity of free space. This describes how magnetic fields are related to electrical currents 

and changing electric fields, and how material permeability and permittivity affect this relation.  

Together, these equations describe the interaction of electric and magnetic fields, and how they 

propagate through space in the time domain. However, solving Maxwell's equations analytically 

is often challenging, if not impossible, for complex geometries and many boundary conditions. To 

address this, numerical methods are employed to approximate the solutions. One such method is 

the Finite Element Method (FEM), which converts the PDEs above to a system of algebraic 

equivalents.  

Using this method, first, the set of Maxwell’s equations must be transformed into the phasor 

domain. This simplifies the analysis of time-harmonic (steady-state) fields by representing fields 

as complex exponentials, and equations can be expressed in terms of sinusoidal functions [18], and 

the partial differential equations become algebraic equations. To simplify this step, and the 

following steps, the equation set can be rewritten as the following equalities: 

ϵ(∇ ⋅ 𝑬) =  𝛁 ⋅ 𝐃  = ρ (𝑒𝑞. 5) 

Where 𝐃  is the electric displacement. ϵ is still permittivity, though not specifically the permittivity 

of free space.  

μ(∇ ⋅ 𝑯)  =  ∇ ⋅ 𝑩 = 0 (𝑒𝑞. 6) 

Where 𝐇 is the magnetic field strength, or the magnetic field intensity vector. μ is still permeability, 

though not necessarily the permeability of free space. 
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∇ × 𝑬 = −
𝜕𝑩

𝜕𝑡
  =  −jω𝜇𝑯 (𝑒𝑞. 7) 

Where 𝐄  is still the electric field and 𝐁 is the magnetic field. ω is the angular frequency of the 

electromagnetic wave, this represents the rate of oscillation of the electric and magnetic fields in 

the phasor domain. μ is the permeability of the medium, not necessarily of free space. 

Through the relations in equations 5 and 6, Ampère's law in equation 4 then becomes: 

∇ × 𝑩 = 𝑱 +
𝜕𝑫

𝜕𝑡
(𝑒𝑞. 8) 

For solving Maxwell’s equations in the frequency domain, and describing how waves propagate 

in a medium, the next step is to derive the Helmholtz partial differential equation. First, apply the 

curl to the phasor form of Faraday’s Law, resulting in the following:  

 

Then, simplfy the equation by grouping coefficients into γ such that:  

0 = 𝛻2𝑬 − 𝛾2𝑬 (𝑒𝑞. 9) 

This results in the Helmholtz PDE, noting that γ is related to the wave number, k, such that γ2 =

 −𝑘2. The notation γ is used here to prevent confusion with the stiffness matrix, k, in the next 

steps. 

To be used to solve discrete problems, eq. 9 still needs to be rewritten via the finite element 

method derivation. This process is, briefly:  

First, rewrite Faraday’s law such that ∇ × 𝑬 = −𝑗ωμ𝑯 becomes: 
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∂U(𝑥)

∂x
= −jωμ

𝑈(𝑥)

η
(𝑒𝑞. 10) 

Where U(x) is related to the integral of the magnetic field H, and η is the wave impedance.  

Following that, let the y and z directions be represented as:  

𝑬 = 𝑈(𝑥)𝒚 (𝑒𝑞. 11) 

 𝑯 =
𝑈(𝑥)

𝜂
𝐳 (𝑒𝑞. 12) 

The stiffness matrix, k, and the force (or load) vector, f, are defined as follows: 

𝑘𝑗𝑖 ≔ ∫ (
(𝑑𝑁𝑖)

𝑑𝑥

(𝑑𝑁𝑗)

𝑑𝑥
+ 𝑁𝑖𝑁𝑗)𝑑𝑥

1

0

(𝑒𝑞. 13) 

𝑓𝑗𝑖 ≔ ∫ (𝑥𝑁𝑗)𝑑𝑥
1

0

(𝑒𝑞. 14) 

Where 𝑁𝑖 and 𝑁𝑗 are the shape functions (basis functions) for the i-th and j-th elements. The 

stiffness matrix represents the system of linear questions that must be solved to approximate a 

solution to a differential equation. The load vector, f, represents the impact of external forces, 

source terms, or boundary conditions to the system. This vector becomes larger as more materials 

and geometries are added to the problem, and thus more boundaries are added. The inclusion of 

additional boundaries also increases the complexity of the problem, which emphasizes why PDEs 

and a numerical solution are important to electromagnetics design.  

The weak form of the PDE, eq. 9, is then multiplied by a test function, 𝑤(𝑥), in eq. 15, and solved 

via integration by parts, and substitution, to isolate U(x), such that k, f, and U(x) are related as in 

eq. 16.  

∫𝑤(𝑥)(𝑈′′(𝑥) + 𝑘2U(x))dx = 0 (𝑒𝑞. 15) 
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𝒌𝑈(𝑥) = 𝒇 (𝑒𝑞. 16) 

This derivation is extensively documented across various sources due to its significant utility in 

electromagnetics and multiphysics computations. The finite element method presented here 

becomes applicable for numerically solving discrete physical problems, which are traditionally 

formulated as partial differential equations, only at the form in eq. 16. By translating these 

problems into algebraic equations, this method enables more efficient computational resource 

utilization, which becomes important in designs with complex geometries, multiple materials, and 

with many boundary conditions. This is the basis of computational electromagnetics and 

simulation. 

Computational electromagnetics (CEM) is a field that focuses on using numerical methods and 

computer simulations to solve approximations of Maxwell's equations to study electromagnetic 

phenomena in various systems and structures. That is, CEM is the digital modeling of the 

interaction between electromagnetic fields, physical objects, and the environment. CEM 

encompasses a wide range of applications, including antenna design, microwave and radio 

frequency (RF) circuits, medical imaging, material characterization, printed circuit board (PCB) 

design, and more. Numerical methods used in CEM are based on discretizing space and time, 

dividing the computational domain into small elements, and solving Maxwell's equations 

numerically at discrete points or intervals. In simulation, solving at smaller intervals increases the 

resolution of a solution. Common numerical techniques in CEM include finite difference methods 

(FDM), finite element methods (FEM), finite difference time domain (FDTD) method, finite 

element time domain (FETD) method, method of moments (MOM), and others [7, 18, 19], all of 

which have their own unique advantages. CEM’s predictive, approximative modeling capabilities 

allow for the optimization of electromagnetic systems, facilitating the identification of optimal 

designs that meet specific performance criteria while minimizing costs and constraints.  

Several prevalent electromagnetic simulation software suites are discussed in the following 

sections. These software suites utilize at least one numerical solution technique for simulating 

antenna, and other electromagnetic-based, designs. Due to the complexity of solving CEM 

problems, the rest of this document focuses on integrating with commercial software suites for 

simulation and numerical solutions rather than suggesting improvements to existing software 



19 
 

directly. A modular approach has been taken using a custom two-layered application programming 

interface (API) to automate the experimentation process for repeatable, accessible 

experimentations.  

1.2 Existing Resources for EM Software Suite Integration 
While web-based antenna calculators for common topologies are plentiful [20- 23], there are very 

few programs capable of integrating directly with EM simulation software. Regarding official 

software, AntennaMagus [13] is the primary example for automating project creation that can then 

be run with CST Studio Suite, which is owned by the same company. In 2022, Ansys released 

official Python libraries, including integration for HFSS [24], which has been under continuous 

development. Likewise, Altair Feko also has an official API [25-28] with other interface 

information documented. Several independent, and often unsupported or defunct, libraries and 

APIs have been created by individuals for integration with Ansys HFSS [29, 30]. While multiple 

studies have used MATLAB and HFSS integration with success [31-35], these solutions are often 

problem specific, do not modify easily, and require both a MATLAB and EM software license. A 

cost-efficient alternative is utilizing third-party APIs. However, a core issue with existing third-

party APIs is that even when they are exceptionally well documented, they may require almost as 

much software scripting knowledge to use as writing the scripts for the EM software directly (i.e., 

IronPython for HFSS, and Lua for FEKO). More script resources have been created for COMSOL 

Multiphysics using their Java API [36, 37, 38, 39], but some existing APIs rely on a chain of 

libraries and other APIs to interface with the EM simulation software. Few resources offer native 

interfacing with an EM simulation software, and none offer interfacing options with multiple EM 

simulation software. 

This integration complexity highlights the need for a streamlined and accessible interface. 

Streamlining the process for design, CAD, simulation, and analysis, and increasing the simplicity 

of the user-facing process not only facilitates the replication of experiments by providing a 

consistent and reproducible environment, but it also significantly lowers the barrier to entry for 

students and young researchers. The software suite proposed in Chapter 2 and the replication 

studies in Chapter 3 discuss this process. Automation is essential in CEM for ensuring 

reproducibility, minimizing errors, improving efficiency, and integrating simulations with the 

design process. By automating repetitive tasks and leveraging computational resources effectively, 
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researchers can focus on the design process. To further lower the barrier to entry at an institutional 

level, this document proposes a modular approach to interfacing with multiple EM software suites 

to increase accessibility. This removes software vendor as a limitation to cross-platform 

replication. 

 

1.3 Optimization, Machine Learning, and Surrogate Modeling 
 

Optimization is almost as significant to antenna design as simulation in terms of performance. The 

prevalent interest in design automation, simulation integration, and intelligent optimization has a 

basis in the existence of a broad range of analytical, semi-analytical, and non-analytical models, 

of which EM problems could be any. Some designs, such as rectangular patch antennas and basic 

monopoles, are widely explored and analytically defined. These, and similar topologies, have little 

variation in final physical design characteristics, and benefit much more from simulation than 

advanced optimization. Other topologies, such as horn antennas, are mostly or semi-analytically 

defined, where they can be mathematically approximated and then finalized in simulation. Other 

designs, especially those created with multiple materials, or complex geometries, are likely non-

analytical in nature.  The variation in design needs, provided the same or similar topologies, make 

it impossible to create a singular solution, or to apply a singular optimizer for all needs.  

 

Current machine learning methods in microwave research trend towards variations of machine 

learning assisted optimization (MLAO) with the goal of blending individually controllable, but 

variable, problem constraints, machine learning model prediction, and analytical verification into 

streamlined methods for antenna design [10,40-46]. In practice, MLAO utilization is broad: 

incorporating both online and offline learning; combining global, local, and multi-objective 

optimization; implementing surrogate models jointly with optimizers to simplify the problem 

space; and exploring the differences between parallel and sequential optimization on surrogate (or 

reduced fidelity) models of given antenna designs. Understandably, EM simulations with complex 

geometries, multiple materials, and those that operate at high frequencies are difficult to address 

as the matrices needed to mesh these designs are large and time-consuming to solve. Low-

complexity surrogate models, which have a lower computational cost, are popular in existing 

literature [40, 42] to address the issue of large mesh-geometries, but its widely recognized that this 
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comes at the cost of lower model fidelity.  In some cases, reduced model fidelity is an acceptable 

trade-off for lower computational costs, even if the number of simulations is slightly increased, as 

the simulation time required is still lower due to not needing to calculate the large matrices of the 

original problem. In [46], low fidelity models have also been used to influence higher fidelity 

models that only use small amounts of high frequency (HF) data. However, due to the variety of 

features that can be used in antenna design, surrogate models do not necessarily transfer across 

designs. Irrelevant to the prediction confidence of the model, surrogate models (and surrogate 

model-optimizer pairs) are restricted to a specific state space defined by the model they are meant 

to represent. While all these methods are suitable for addressing certain groups of computational 

or topological problems, selecting a suitable optimization method for a specific EM problem, and 

then adjusting hyperparameters is an exercise in patience for your average researcher. 

Furthermore, even after effort has been expended to tune hyperparameters experimentally, not all 

models are a good fit for all problems and may still underperform or fail to converge. 

 

Popular EM software suites may have optimizers integrated into the software suite, or as a 

companion software with additional features [11-14]. Integrated optimizers are typically a limited, 

set selection that rely on users to properly parameterize and define design boundaries, and offer no 

or limited feedback on potential design incompatibilities. In some instances, there is also no ability 

to recover progress from a simulation that fails to resolve or a software crash.  

 

 Following the concept of No Free Lunch [47], it is expected that no optimizer will be efficient on 

every problem, and not every problem can be solved by every optimizer. In the simplest case, an 

optimizer that performs well on several common topologies may perform unexpectedly poorly on 

a single topology or configuration, with no obvious explanation. In other cases, single objective 

optimizers may be applied to multi-objective functions and may fail to present a complete solution, 

or to resolve at all. Additionally, users might lack insight into how an optimizer behaves without 

substantial preexisting knowledge and be unable to match optimizers to a design problem.  

 

Expanding the set of integrated optimizers in an EM simulation software suite is also not accessible 

to the average user or may not exist at all through the software or official APIs. These aspects 

become increasingly important when developing complex antenna designs that may take hundreds 
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of simulations, or simulations that take days to weeks to resolve.  The need for efficiency can be 

somewhat addressed by properly tuning optimizers to the specific problem in cases where 

problem-optimal hyperparameters are known. Different optimization problems may require 

different settings for hyperparameters to achieve optimal performance [47]. Hyperparameter 

tuning allows the optimizer to adapt to the specific characteristics of the problem at hand, such as 

its dimensionality, complexity, and smoothness, improving the efficiency and effectiveness of the 

optimization process. Optimizers with well-tuned hyperparameters can achieve better convergence 

rates and solution quality, leading to more efficient optimization processes. This is particularly 

important in real-world applications where computational resources are limited, and improving the 

efficiency of the optimization process can have significant practical implications. Techniques to 

improve the process of both hyperparameter tuning and the application of optimizers on complex 

problems have included machine learning or machine learning assisted optimization and the usage 

of surrogate models [10, 40-42]. It is imperative to address the need for both single and multi-

objective optimization for electromagnetics problems to cover optimization needs. Even as 

research moves towards more efficient and intelligent solutions, all methods are still bound by 

problem design requirements.  

 

Adding to the problem difficulty, antenna design and optimization via CEM is a broad and 

constantly expanding field with many moving parts. As designs, materials, and environmental 

constraints become more complex, the ability to replicate and reproduce research becomes more 

important. These studies are crucial for validating and verifying scientific findings, ensuring the 

reliability and robustness of research outcomes, and expanding on innovative discoveries. By 

independently replicating previous studies, researchers can assess the consistency and 

reproducibility of results, identify errors or discrepancies, and confirm the generalizability of 

conclusions across different contexts. In a 2016 survey [48] across fields, respondents reported 

that potentially 70% of researchers had attempted and failed to reproduce research. It is proposed 

that the majority of factors behind this are benign (i.e., inherent variability in an experimental 

system, limited ability or inability to control complex variables, chance, lack of experimental rigor, 

etc.), but may also include pressure to publish. Introducing automation into the experimental 

process not only reduces the barrier to entry and decreases time spent on iterative design, allowing 

more researchers to explore complex practices, but it introduces some inherent standardization to 
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the experimental process that reduces human error by exclusion rather than introducing additional 

research guidelines to the process.  

 

Increasing the availability of open-source resources for replication and experimentation can help 

in addressing these issues. Chapter 3 presents a series of internal, and expandable, replication 

studies based on a selection of literature that have been integrated into the software suite presented 

in Chapter 2. Many of these designs have also been used in optimization studies and are all 

compatible with the proposed software suite’s internal optimizer library. Additionally, replication 

studies provide opportunities for education, training, and skill development among students and 

researchers. Ultimately, these studies play a vital role in building a solid foundation of evidence-

based knowledge, driving scientific progress, and addressing challenges with confidence and 

accuracy. 

 

There are eleven optimizers included in the software suite presented in Chapter 2. The core eleven 

optimizers include Particle Swarm Optimization, Cat Swarm Optimization, Chicken Swarm 

Optimization, a basic sweep optimizer, a Bayesian-based optimizer with a Gaussian Process (GP) 

kernel, and a MultiGLODS optimizer. Several variations of each optimizer are included, which 

are detailed in Chapter 4 of this document. Ten of the optimizers are also then compatible with the 

surrogate model library, expanding the potential optimization options. To accommodate a broad 

variety of EM problems, the optimizer function suite available at [49] was used to create a dataset 

to train machine learning models to suggest hyperparameters. The Hyperparameter Prediction 

Network model, including machine learning models and a controller, is discussed in Chapter 5, 

and the expansion discussed in Chapter 7.  
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CHAPTER 2 
The AntennaCAT Software Suite 

2.1 Software Specifications  
The Antenna Calculation and Autotuning Tool (AntennaCAT) is an open-source software suite 

designed for antenna design, experimentation, and optimization.  AntennaCAT [50, 51] provides a 

user-friendly interface with dynamic visualization of designs created using the internal calculator 

or replication modules. Built on Python 3.9, the AntennaCAT software suite uses no EM software 

specific APIs or libraries to interface with commercial CEM solver software. AntennaCAT must 

be run locally with the EM simulation software, and licenses for the EM simulation software are 

required. These licenses are not included in AntennaCAT and cannot be saved in AntennaCAT. 

AntennaCAT was developed using Ansys HFSS as that was the licensed software available for 

testing. Other EM software suites are compatible and are in the early stages of integration.  

The Graphical User Interface GUI is created using wxPython (4.2.0), and all plots, 3D previews, 

and other visualizations are handled with Matplotlib (3.5.3).  A custom graphics library has been 

built to work with Matplotlib to display dynamic antenna design previews that can be manipulated 

by users in 3D space. The internal design library uses these graphics to display parameter 

manipulation in real time. 

Functions for .DXF generation and export utilize ezdxf (1.0.3), and the Gerber files generated by 

the internal calculator use pcb-tools-extension (0.9.3). Templates generated by AntennaCAT for 

various EM software suites are written in the required language for the EM software and are run 

by their respective software. For example, while AntennaCAT is written in Python, the template 

library for Ansys HFSS is written in IronPython, but stored as .txt files. This method streamlines 

a process where templates can be loaded, filled in, combined, and saved as the corresponding file 

type necessary to run with the specified EM software suite. This approach facilitates the integration 

of new features, new EM software suites, and to accommodate updates without affecting other 

existing program aspects.  

The internal optimizers use numpy (>1.24.3) for calculations and data manipulation. When 

necessary, pandas (>2.0.1) is used to export debug logs as .csv files. The quantum inspired 

optimizers do not use quantum computing inspired libraries or software development kits (SDK) 
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such as Qiskit. This is intended to mimic early literature approaches and is discussed in later 

sections.  

The most recent versions of AntennaCAT are available as open-source software from [52]. This 

repository also contains progress for EM simulation software integration. In cases where a specific 

EM simulation software is not compliant with Virginia state law, collaboration efforts have been 

pursued to further development.  

 

2.2 Template-Based Multi-Software Integration 
AntennaCAT is EM simulation software agnostic, providing compatibility with multiple platforms 

rather than a unified API. Rather than creating a command dictionary for individual EM software 

suites and attempting to continuously match development updates, AntennaCAT employs a 

modular, template-based for integration ensuring consistency across all supported EM software. 

This process is consistent across all integrated EM software suites. Figure 1, below, shows the 

general groupings of the internal template library structure. The exact process for creating scripts 

from templates and executing them is discussed in the Simulation Object section (2.4, Simulation 

Object and Simulation Integrator instances) of this chapter. Each integrated EM software has its 

own template library. This library is comprised of a dictionary linking to a series of .txt files 

containing functionally complete actions split into elements that have been reduced to the fewest 

steps possible. The actions (e.g., open, save, close, delete) are written in the scripting language of 

the corresponding EM simulation software.  
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Figure 1 Example groupings of .txt templates for EM simulation software integration in AntennaCAT’s Simulation Object. 

 

This template-based approach takes advantage of parameterization used by EM software. This 

parameterization is used for CAD dimensions (i.e., length, width, height, gaps, etc.), materials, 

(i.e., copper, vacuum, FR4, etc.), and other mutable variables in simulation. Advantages for 

parameterizing designs include ease of adjusting modeling during the design process, and for 

replication. For templating, in terms of the replication studies and internal AntennaCAT scripts, it 

allows for limitless variations of the existing designs in terms of variable and material 

manipulation. This encourages students to experiment with these designs in a repeatable and 

consistent environment. 

The template groupings in Figure 1 are used for example and are not exhaustive. The Default 

Template Group shows a sample of scripts for the default calculation and replication design. These 

are complete design templates that have place holders for parameter values. When the Antenna 

Generator tab is used to customize a selected design, the parameters from the GUI are written into 

memory and used to fill in the template when a script is generated. Each script in this collection is 
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fully self-contained and can be run in its respective EM simulation software suite when the 

placeholder values have been replaced.  Other scripts represented by the groups in Figure 1 are not 

complete, executable scripts. However, they are complete actions that can be chained together by 

AntennaCAT into executable scripts. 

     

Figure 2 Examples of the AntennaCAT template library, with parameterized variables. a.) a script example declaring 
parameterized values, b.) a script example creating a rectangle with parameterized values, and c.) an example of a non-
customized script template with placeholder “INSERT_” values. 

Figure 2 shows three examples of parameterization needed to generate scripts via AntennaCAT. In 

Figure 2.a and 2.c two samples have been pulled from a genetic-algorithm script to show the 

declaration, 2.a, of variables $seed_width and $seed_length, and their usage in the creation of a 

rectangle at the origin of a CAD model in Ansys HFSS, Figure 2.c. Figure 2.b. shows an example 

of a raw template where the placeholder “INSERT_” variables have not been replaced.  These 

“INSERT_” variables are used as placeholders in all AntennaCAT templates. When a design has 

been selected, the appropriate script is loaded into memory, and regular expressions (RE) are used 

to replace these text strings with their user-selected, or program generated, values. This is done 
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using an EM software compatible Simulation Integrator, which is discussed in the Simulation 

Object section. 

2.3 User Interface  

 

Figure 3 The main Design page after creating a new project or loading an existing project. The Antenna Generator process 
has been used to create a rectangular patch antenna with the internal calculator. 

Figure 3 displays the main Design screen after creating a new project or loading an existing 

.ANCAT project. The GUI, built with wxPython widgets, adapts to the operating system’s theme, 

leading to potential appearance variations on different platforms. Creating a new project and 

selecting a specific EM software is covered later in this chapter. 

The GUI is designed to streamline the setup for design and simulation for experimentation through 

a top-to-bottom workflow that guides users in providing necessary information. In Figure 4, below, 

a generalized layout for the Design page is presented. The button menu on the left is consistent 

across the Design, Simulation, Batch, Optimizer, and Settings options. These can be used at any 

time to change the GUI’s page without losing progress. The menu bar at the top uses ‘File’ for 

traditional file saving and opening options, ‘Home’ to return to the project creation page, and 
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‘Help’ for providing additional details. The following subsections summarize the available options 

in the AntennaCAT GUI. 

The Design Options section covers several ways that antenna can be created via calculation, 

replication, and several advanced options including adding layers, bending, and importing. Imports 

can include custom conductor .DXF files, existing scripts, and existing projects for EM simulation 

software suites.  The Simulation Options subsection briefly covers the simulation options available 

for Ansys HFSS. However, there are direct equivalents for other AntennaCAT compatible EM 

simulation software. In the Batch Options subsection, using AntennaCAT for batch data collection 

is covered. Settings and creating a new project are shown in the Settings and ANCAT Files section.  

The Optimizer page is briefly covered in terms of GUI functionality in Optimizer Options. The 

optimizers and their use are discussed in the Optimizer chapter.  

Design Options  

 

Figure 4 The generalized layout of AntennaCAT’s Design page for using a calculated topology in the Antenna Generator.  
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The Design Options field has several tabs for generating antenna designs, creating custom 

conductors, creating layered designs, bending layers, and loading scripts or importing existing EM 

simulation software project paths. The 3D design preview window and the summary and message 

fields are always displayed on the Design page. The design preview window is updated as design 

choices are confirmed, while status messages are displayed with calculation, generation, script 

output, and other actions. 

The Antenna Generator tab on the Design page has two layout formats; one featured when 

selecting topologies that use the internal antenna calculator [53, 54], and one featured when using 

a replication study topology. This distinction is shown in Figure 5, with the window on the left 

showing a calculated rectangular patch, and the window on the right showing a replication study 

version of the rectangular patch. On the left image of Figure 5, users provide material and dielectric 

constant values that are then used to calculate the physical parameter values. On the right, these 

physical parameter values are set by the user.  

 

Figure 5 A side-by-side comparison for creating planar rectangular patch antennas. Left, using the internal antenna 
calculator. Right, the replication study topology.  
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The Antenna Generator tab in Figure 5 has three primary parts, starting at the top with the design 

configurations where a series of topologies with their own unique parameter sets can be selected. 

When using the AntennaCAT GUI for design, users control factors such as the desired target 

resonance, substrate dielectric constant and height, the feed method (microstrip or probe, when 

selection available), and conductor and substrate materials selected from an internal materials 

library. If a topology using the internal antenna calculator is selected, then fields for the calculator 

results and export options are displayed. The calculation and export options are handled by the 

AntennaCalculator [54], which calculates values for three topologies: a rectangular patch antenna, 

a half-wave monopole, and a quarter-wave dipole. Working with the user provided information, 

the open-source AntennaCalculator returns parameter values that are then used in template-based 

CAD creation. If replication study topologies are selected, images with the corresponding 

parameter locations are displayed. In both cases, material properties and other physical 

characteristics of these designs are user controllable.   

The second tab in Design Options is the Custom Conductor, which allows users to import a .DXF 

file that can be converted to a custom conductor for a planar antenna. Currently, support for 

importing .DXF files for non-planar antennas does not exist but may be an expansion in future 

work. Figure 6, below, shows two example imports. On the left is a design created using the 

Antenna Generator, exported as a .DXF file, and then re-imported. This design has several 

polylines that appear in the 2D preview window at the top, each of which can be assigned in 

‘Assign Shapes’ at the bottom of the left side. In cases such as the one in Figure 6 where a 

microstrip feed has been imported, the manual assignment of port location happens in the preview 

window. On the right side, the AntennaCAT logo has been imported as a .DXF as a single object. 

Due to the difference in .DXF file structure, the AntennaCAT logo only has one identifiable layer, 

and individual polylines are not identified. This difference is caused by the creation of the .DXF, 

and how ezdxf processes polylines. In the case of the AntennaCAT logo, due to the number of line 

segments (>4000), the .DXF was imported as a single object to reduce issues with scaling and 

processing.  
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Figure 6 The Custom Conductor tab with two import examples in Design Options. Left, a multi-polyline import of a 
microstrip-fed rectangular patch. Right, the AntennaCAT logo imported as a single layer.   

Material assignment for imports is not handled in the Custom Conductor tab. If no material is 

assigned, copper will be used for any solids as a default. Under the Layers tab, shown in Figure 7, 

the imported conductor can be used as a template for the conductor shape. The top input box for 

Conductor Layers can then be used to either leave the conductor as a singular layer, or to 

dynamically create multiple layers.  

Similarly, substrate (below the conductor layer) and superstrate (above the conductor layer) 

options can be used to create multi-layer materials. If no conductor is selected, the substrate and 

superstrate boxes can be used to create designs with multi-layered materials. By default, these are 

rectangular boxes with length of 50 mm and width of 60 mm, with the length and width 

individually parameterized. To configure these layers, the Bend and Shape tab can be used to select 

an angle of deflection. This angle of deflection is calculated based on equations in [55], and can 

be used to create convex or concave shapes.  
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Figure 7 The Design Option Layers tab showing the custom conductor material selection, substrate layer options, and 
superstrate layer options. 

Due to the complex nature of dynamically creating antennas on layered substrates, the conductor 

layer is not adjusted to retain a specific frequency when applied to a new substrate combination. 

If a calculated topology is used with the Layers tab, the calculated values become static, and 

recalculation must occur to change conductor size. This does not affect the thickness of the size of 

the layers.  
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Figure 8 Examples of a planar loop antenna on multi-layered substrates with positive and negative angles of deflection.  

 

 

Figure 9 Examples of a planar loop antenna on multi-layered substrates, with multi-layered conductors to show 
consistent angle of deflection on all layers.  

Figures 8 and 9 show examples of planar loop antennas made with a custom replication study 

option. These figures demonstrate the bend functionality (a dynamic angle of deflection) with 

multi-layered substrates. Figure 8 uses a single layer conductor and shows positive and negative 

angles of deflection. Figure 9 shows exaggerated thicknesses for the multiple layered loop antenna 

to demonstrate the consistency of the angle of deflection. In the custom Matplotlib graphics library, 

the arc length and thickness of each layer are preserved. Actual implementation of the bend 

depends on the EM simulation software suite, and if the preferred method is to use equation defined 

planes or to project 2D designs onto a curved surface. This difference affects if a conductor, or 

uniquely shaped substrate, can be drawn directly with polylines or if it must be projected.  
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Importing Existing EM Projects and Scripts 
Importing projects and scripts exists as part of the Design Options tab collection on the Design 

page. Using this functionality, if a project has been created in a compatible EM simulation software 

suite, it can be loaded into AntennaCAT as a file path. Loaded projects are not parsed for 

parameters or other project information. For them to be usable in AntennaCAT, several conditions 

must be met. First, there must be at least one EM simulation software license related to the 

imported project on the computer running AntennaCAT. Secondly, the project must be 

parameterized as AntennaCAT cannot create parameters in the CAD model for an existing design. 

Finally, users must manually enter parameters by name, exactly as they appear, in the EM 

simulation software project. An initial value for the parameter must be entered into the Load 

Project tab, as shown in Figure 10. 

 

Figure 10 The Design Options window showing the Load Project tab where an existing project path has been added into 
AntennaCAT and parameters have been added manually. 

Initial parameter values need not be exact and will default to millimeters if units are not specified. 

These values will be used in the Batch and Optimizer processes for creating ranges for parameter 

manipulation. If using AntennaCAT for simulation setup and exporting results, these values will 

not be overwritten in the project.  

Parameters do not need to be manually entered into AntennaCAT if importing an existing script, 

which is the preferred method for incorporating existing projects. This can be done in the Load 
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Script tab. Figure 11 shows an Ansys HFSS script selected and imported from an existing 

AntennaCAT project. As Ansys HFSS is one of the compatible EM simulation software suites, 

AntennaCAT’s file parser can extract existing parameterized values. Proper parameter naming and 

adherence to the software’s conventions are necessary for accurate parsing. However, errors can 

be corrected in this window by selecting the name or value and typing the correction. 

 

Figure 11 The Design Options window showing the Load Script tab where an existing Ansys HFSS script has been loaded 
into AntennaCAT, with parameters automatically detected. 

 

Simulation Options  
The Simulate page in AntennaCAT remains consistent for all compatible EM simulation software 

suites. On the left side of the window in Figure 12, there are tabs for simulation and solution setup 

(top), and report selection (bottom). Half of the page is designated for simulation configuration 

summary messages and status updates to properly display configurations for simulation settings. 

Figure 13 shows simulation options for Ansys HFSS. The differentiation in EM software suite is 

made to highlight that report settings, and output options, may differ slightly between software 

suites due to naming conventions or terminal/modal compatibility.  
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Figure 12 The Simulate page generalized layout, with fields for report selection, simulation and solution setup, and output 
messages. 

In the Solution Setup tab, top left on the Simulate page, there is the option to use multiple 

frequencies in simulation, including multiple deltas should there be a need to change resolution. If 

the multiple frequency checkbox is marked, but one or fewer frequencies are entered, the user will 

be prompted to enter frequencies.  

 

Figure 13 The Simulate page for Ansys HFSS simulation and solution options. A script for a 2.4 GHz patch antenna has 
been generated, and reports for Rectangular Plot and Rectangular Stacked plot will be created after the simulation. 
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Report Settings for Ansys HFSS include tabs for Modal Solutions, Terminal Solutions, Far Field 

reports, Data Tables, and Antenna Parameter outputs. When possible, there are options to export 

S, Z, or both parameters. All reports featured in the Report Settings tabs are native to their 

respective EM simulation software and may differ slightly in name between software suites.  If a 

simulation software has been selected, the design and simulation created in AntennaCAT can be 

run directly from this window using the Run Simulation button, or a script can be saved to be 

manually run using the Export Script button.  

 

Batch Options 
Unlike the Design and Simulate pages, the Batch page does not change fields based on selected 

projects or designs. This page is designed to help users quickly select parameters and ranges to 

sweep in iterating simulations for data collection purposes. The simulation and parameter changes 

with this process are fully automated via the Tuning process. Reports for return loss, gain, and 

directivity are exported with numbers corresponding to the parameter combination for later 

references.   

 

Figure 14 The Batch page featuring detected Controllable Parameters field with values from a microstrip-fed rectangular 
patch antenna.  
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On the Batch page, parameters from imported scripts, manually entered from loaded projects, 

calculated designs, or replication study designs can be selected from memory and parsed into the 

Controllable Parameters field at the top of the page. This process is automated using the Detect 

button. Parameters will be split into columns for the name of the parameter, the original value, 

units, type of value (range, constant, material, parameter), a variation percentage, a range, and a 

delta for incrementing values within the range bounds. On the far right is a checkbox for ‘use 

original’ to make a parameter static.  

When using the variation percentage or range, there are several options. Entering a percentage will 

set the boundary above and below the original value. However, the boundary can be set manually 

by entering values directly into the Variation Range field. Changing the delta will change the step 

size sweeping through the variation range. By default, the delta value is set to 1.  

The Run Settings tab on the lower left controls how many simulation licenses can be used during 

this process. AntennaCAT natively manages parallel simulation coordination, and can constrain its 

own license usage, but has no method to track the actual licenses assigned to a machine or allowed 

per user. Export settings allow users to select if parameter variation occurs in the same simulation 

file, or if a new simulation project is created each time. Currently, there is no option to select which 

reports are generated and exported, but that feature is in development.  
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Optimizer Options 

 

Figure 15 The Optimizer page featuring the initial simulation setup tab, controllable parameters window, and status 
message window. 

AntennaCAT includes an internal optimizer suite. Features of the optimizer suite are discussed in 

Chapter 4 of this document, including details of specific optimizers and the hyperparameter tuning. 

The GUI includes simulation setup on this page that imports simulation options from the Simulate 

page if previously set. However, if a project was imported the process is streamlined by including 

the basic simulation setup as a tab on this page. There are no options for generating reports on the 

optimizer page; based on selected target values (i.e., return loss, gain, etc.) on the specific 

optimizer tab AntennaCAT will log data in a .csv compatible file for reference, but exports specific 

reports to simplify parsing.    

Similar to the Batch page, the Controllable Parameters of the Optimizer page are parsed from 

memory into parameter name, original value, units, upper bounds, and lower bounds. There is less 

emphasis on tuning parameter bounds for the optimizers. These bounds are absolute limits and are 

used to control internal features such as random number generation, step size, decision space 

sweeping, and others. When applicable, resolution options for an optimizer replaces the Batch 

page’s delta. Otherwise, the optimizers control how samples are taken in the feasible decision 

space.  
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Figure 16 shows an example of the swarm-based selection prior to optimizer selection. On the far 

left, the Parameter Summary field indicates the total number of detected controllable input 

parameters, the selected parameters that will be mutable for the optimizer, and the lower and upper 

bounds for the parameters. The center field shows the selectable Optimizer Targets, which include 

S11, gain, bandwidth (BW), directivity, and efficiency. These five metrics were selected as they are 

commonly used for performance evaluation. Experimentally, S11 and gain were the most relevant 

to achieve desired performance results. However, the other metrics are extremely valuable for 

evaluation and are often desired beam characteristics themselves. The Parameter Summary and 

Optimizer Targets are consistent across all optimizers. The Optimizer Targets list may be expanded 

in the future, but currently focuses on several practical features for optimization. 

 

Figure 16 The default values for the Swarm Based optimizer tab on the Optimizer page. Two optimizer targets, S11 and gain, 
have been selected as target values for PSO.  

In all optimizer tabs, the fields on the right of the GUI are used to select optimizer parameters 

(hyperparameters) for the chosen optimizer. Some tabs, such as the Swarm Based tab, have 

multiple optimizer options, while others such as the MultiGLODS and Bayesian tabs have singular 

optimizers. When applicable, options for compatible surrogate models are selectable.  

The ‘Help Me Choose’ tab is discussed in Chapter 4 as part of the Hyperparameter Prediction 

Network model interface, with the results of utilizing machine learning on the data set collected 

using the objective function library. This tab is used to suggest hyperparameters based on the 

chosen optimizer, the number of input controllable parameters, and the number of targets being 

optimized for.  
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Settings and ANCAT Files 

 

Figure 17 The AntennaCAT home screen for project selection. This page includes new project creation and open project 
options, and a set of tabs for opening recent or pinned projects.  

When an instance of AntennaCAT is started for the first time, the home page in Figure 17 is shown. 

A new .ANCAT project can be created with the New Project button, or an existing project can be 

opened with Open Project. If a new project is created, the Settings page in Figure 18 will be 

automatically opened to configure the EM simulation software suite selection.  
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Figure 18 The Settings page for AntennaCAT featuring the EM software selection and user information fields. 

The Settings page (Figure 18) features several compatible EM software suites for selection. For 

AntennaCAT to properly control the simulation process, the software executable must be selected 

and the path saved. The executable can be located manually using the Browse button, or 

AntennaCAT can search for the executable. It is recommended to use the Autodetect button as 

some EM software suites have multiple executables in their directories. Here, the value of the 

maximum number of licenses that AntennaCAT can use can be set, which will take precedence 

over other settings for Batch or Optimizer functions. The maximum number of licenses set must 

be less than or equal to the maximum number of licenses available to the local machine running 

AntennaCAT and the EM simulation software. AntennaCAT 

Project settings for default simulation behavior, save options, and options to clean a project are 

available on the lower right of the window. On this page it is possible to give AntennaCAT fully 

automated control over all simulations, or to wait for a manual closing of the simulation window. 

If ‘Wait on First Simulation’ is selected, AntennaCAT will wait until a user has closed the 

simulation window before continuing with automated simulation control. This allows the user to 

inspect the design and simulation results.  When ‘Wait on Every Simulation’ is selected, 

AntennaCAT will expect the user (or a separate process) to close the simulation software before 

the next simulation is started. It is not possible to edit this preference while a simulation process 
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is running. The Clean Project tab has options to remove scripts, projects, or other data from 

memory if there are recurring errors.  

2.4 Modular Scripting and Automation Process 
 

AntennaCAT dynamically generates scripts, creates CAD files, and simulates antenna topologies 

or user-uploaded models. The presented software comprises three main components: the GUI, the 

program kernel controlling optimization and data management, and the Simulation Object (SO) 

which interfaces with commercial EM software. The modular, template-based SO increases the 

accessibility for custom antenna creation, automating the optimization process from feature 

selection and calculation to CAD generation, simulation, and parameter tuning. In addition to 

creating antennas based on user-set parameters, within the program operation is the batch project 

simulation for data collection and automated design tuning via optimizers popular in literature and 

machine learning techniques. Genetic algorithm implementation has been discussed in previous 

AntennaCAT publications [50, 51] and is available in the derivative GeneticCAT [56], which has 

limited features and is not part of the core AntennaCAT software suite.  

 

 AntennaCAT and all derivatives work on the same modular, template based SO approach to create 

a unified system where one SO class is used to interface directly with each EM software. The SO 

for Ansys HFSS generates scripts written in IronPython, the Altair Feko SO uses Lua, the 

COMSOL Multiphysics SO uses Java, and finally the SO for Dassault Systemes CST Studio Suite 

generates and implements VBA Macros. AntennaCAT executes these scripts to first create the 

initial CAD model, and then run simulations to collect baseline data on the topology. When 

utilizing the tuning, batch scripting, or data collection features, AntennaCAT generates new scripts 

to edit the CAD models and rerun the simulation.  

 

Simulation Object and Simulation Integrator Instances 
AntennaCAT's modular design allows for easy adaptation to new EM simulation software, 

replication studies, and updates to existing integrated EM suites. This adaptability is achieved 

through a series of Simulation Objects and Simulation Integrator instances. Similarly, the 
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Optimizer Objects and Optimizer Integrators follow a comparable structure but are not necessary 

for the base functionality of AntennaCAT.  

AntennaCAT utilizes template-based Simulation Object (SO) classes to create a unified interface 

for well recognized commercially available EM simulation software. To facilitate feature 

expansion, all SOs follow a design template that allows for modular class implementation. This 

structure enables consistent function calls for each object, but creating the Python object at run 

time based on user input. That is, all SO objects are interchangeable as far as the AntennaCAT 

front end is concerned, and if an EM software can be controlled via script, a SO for that EM 

software can be added without major modifications, no matter the interface language.  Figure19 

shows the clear division between individual SOs and their respective EM simulation software.  

 

Figure 19 A high-level visualization of the modularity of the Simulation Object instances and the relation to several compatible 

EM simulation software suites. The respective scripting languages for each software are listed on the right. 

Figure 20 shows the process as the AntennaCAT kernel is aware of it, while Figure 21 shows the 

process with the ‘invisible’ Simulation Integrator and template generator. This distinction is 

important because the modular, interchangeable Simulation Integrator layers are the basis for 

adding or adapting the compatible EM simulation software suites. The Simulation Integrator is the 

first layer of integration, and the primary point of interfacing with the EM simulation software.  
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The Simulation Object as the AntennaCAT kernel sees it, is the EM simulation software. However, 

AntennaCAT has no way of differentiating EM simulation software at this point in the simulation 

process flow, nor does it have a reason to. As far as the AntennaCAT kernel is concerned, there is 

only one type of EM simulation software.  

The Simulation Object is dynamically selected on the Settings page at the .ANCAT project 

creation. The Simulation Integrator uses the Simulation Object to control which template 

generation script classes are passed back as objects. This gives the Simulation Integrator control 

over the process. The template generation script classes are unique to their specific EM simulation 

software suite, and much like the template library are organized based on the action they complete. 

That is, from the point of view of the AntennaCAT kernel, calling a create_rectangular_patch() 

function will look the same for every EM simulation software suite. However, from the template 

generation side, it will trigger a series of commands and script templates unique to the specific EM 

simulation software suite and scripting language.  

 

Figure 20 The high-level simulation control process as seen by the AntennaCAT kernel. The kernel controls the SO, which 

controls the script execution in the EM simulation software suite. 
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Figure 21 The high-level simulation control process with the invisible simulation integrator and EM software suite specific 

template generator. The UI and kernel have been condensed visually, but the process remains the same. 

Figure 20 shows the split in the kernel between the operating system level settings, and the 

optimization selection. Running basic simulations or the Batch process uses only system 

commands to execute scripts with the respective EM simulation software suite. Optimization 

introduces an additional layer with Optimization Integrators and Optimization Objects, analogous 

to Simulation Integrators and Simulation Objects. The difference between the two sets is that the 

optimizer runs, returns values to the kernel, and then the kernel passes those values to the 

Simulation Object, which will command the Simulation Integrator to edit or create templates based 

on those new values.  

Choosing which SO is utilized during tuning depends on the EM software selected by the user. 

While the Design page does not utilize the SO, the functionality is required beginning when 

simulation inputs are configured to generate antenna CAD and simulation scripts. In addition to 

the SO being designed based on a template, the SO contains text file templates for creating, editing, 

operating, and closing the EM software via script. All templates in the SO have been designed to 

operate independently, modularly, and without conflict against previous script commands.   

 

Template Creation 
The modularity of templates in the SO is driven by designing for how an antenna is created 

geometrically and procedurally, rather than how a human user might organically design, edit, and 

repeat commands. The advantage with this approach is that it naturally reduces potential conflict 

in script commands by ensuring that templated CAD elements have been reduced to a collection 

of the most minimal steps possible, and that all scripts for a feature are complete (i.e., do not rely 

on previous scripts to create a feature). Figure 22 shows an example block diagram for this process 

for creating a microstrip patch antenna on the first tuning iteration. When an antenna design is 
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simulated, three scripts have been created and stored in the project folder. The first script is the 

antenna CAD creation script. The second script configures the simulation properties, report 

creation, and export. Finally, the third script combines the two scripts aforementioned scripts, and 

is the script that AntennaCAT uses with the EM software. The CAD and basic simulation scripts 

can be executed by a human user outside of AntennaCAT to recreate designs and rerun simulations, 

but the scripts used by AntennaCAT in the tuning process contain paths to local data storage that 

should not be edited.  

 

Figure 22  A block diagram of the patch antenna creation process for the first iteration of tuning. The Simulation Object contains 

a collection of templates used to create a script file that can be used by the selected EM software. 

The templates in each SO are written in the language used by the EM software (i.e., IronPython 

for HFSS, and Lua for FEKO), but are managed by Python subprocess library when being 

manipulated by AntennaCAT. Figure 22 shows an example of how the SO would combine a series 

of templates to generate a script for simulation. Files in the template library have been reduced to 

the smallest possible instruction set to preserve the modular independence of each element. In 

cases such as the batch data generation and optimization, rather than creating a new project, after 
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the first simulation run, the template block for ‘New Project’ would be replaced with an ‘Open 

Project’ template, and the CAD Edit grouping replaced with parameter manipulation. This reduces 

the time processing needed for complex designs. 

 

Antenna Tuning 
The Tuning process is the catch-all term for AntennaCAT’s iterative parameter adjustment and 

automated simulation control capabilities. This process incorporates functionality from design, 

data collection, and optimization.  Figure 23 shows an example of the simulation, analysis, and 

report export used in the iterative process.   

 

Figure 23 Features of the Tuning process, including the Simulation Object and core features of the analysis and GUI report 

functions. 

 

Tuning uses a looping CAD-simulate-analysis process to automate the antenna design process. 

Whenever this process is initiated, such as when beginning a new optimization process, a new SO 

is created based on the set EM software choice. The first iteration of the SO creates a new project 

with the selected EM simulation software, executes the script to model the antenna using the CAD 

process, and runs the first simulation. Simulation results in the EM software project are exported 

to a local directory, and then the project is saved and closed. Closing the EM software does not 



50 
 

terminate the AntennaCAT tuning process and is used to save the results between running scripts 

to enable recovery from simulation errors. The exported simulation results are read into 

AntennaCAT to analyze several factors, such as the simulated resonant frequency, and closeness 

to target gain, and simulated S11. If a simulation is completed without issue, and data recorded, 

then functions within the Analysis Functions block will pass sampled data to the Report block, 

which updates the GUI display. Parameter adjustment varies based on the specified optimization 

method and the known features of the antenna topology. The Optimization chapter goes into further 

details of example strategies and considerations. Decisions from the optimization method are then 

integrated into a new script designed to open the previously created project, then edit existing 

parameters, and finally rerun simulation. If a solution has been found that meets the user-set 

minimum constraints, then the results are returned, and tuning is ended. 

 

2.5 Batch Data Collection  
The primary purpose of the batch processing functionality is to create a dataset for a selected 

antenna design from a defined set of controllable parameters. Using the ranges of changeable 

values, all combinations of parameter manipulation are simulated, similar to a parameter sweep 

common in most EM simulation software.  

During simulation iterations, AntennaCAT exports results to a .csv compatible format containing 

data from the automated batch simulation. Users can select which values (S11, gain, BW, etc.) 

should be recorded in the dataset when generating customized sets. All identified physical 

parameters that can be adjusted in the design will have their values recorded at every iteration to 

complete the dataset. Other topologies with specific design features, such as dual-band antennas, 

will have the option to include multiple detected resonances, but will need to be specified by the 

user. The Batch functionality does not use any intelligent parameter value adjustment. Batch and 

Optimization processes operate independently of each other and cannot be run simultaneously 

within a single application instance. User-uploaded scripts must have CAD dimensions controlled 

by parameter variables and follow predictable naming conventions. This allows configuration, 

optimization, and tuning of non-analytical, or semi-analytical topologies, not created by the 

designer.  
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2.6 Open-Source and Availability 
The AntennaCAT suite, its optimizers, and other utilities aside from the proprietary 

electromagnetics software used for simulations, are open-source online from their various authors. 

The complete collection of repositories, tutorials, and related publications are listed in Chapter 9. 

The AntennaCAT software and peripherals are written in Python, though versions in other 

languages may be available from their respective authors. 
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CHAPTER 3 
Replication Studies 

 

Figure 24 A selection of reference images for the replication studies available in AntennaCAT. a) a simple loop antenna, b.) 
a microstrip fed rectangular patch antenna, c) a half-wave dipole, d) a slotted patch antenna [57], e) a coplanar keyhole 
antenna [58], f) a microstrip E patch antenna [59], and g) a dual band serpentine patch [60].  

 

The AntennaCAT software includes over a dozen built-in replication studies, with plans for 

continuous expansion. These include versions of the antennas created using the integrated 

AntennaCalculator (i.e., the rectangular patch antenna, the half-wave dipole, and quarter-wave 

monopole), and other designs popular in literature. Figure 24 shows 7 examples included in 

AntennaCAT either from literature [57, 58, 59, 60], the internal calculator (24.b-c), or designs from 

request by early users (24.a). These options are selectable from the Antenna Generator on the 

Design page, as shown in Figure 25.  

Replication designs were selected to be incorporated either due to their prevalence in antenna 

design and benchmarking (e.g., rectangular patches, slotted patches, and the E patch), or due to 

their complexity [60, 61, 62]. The full list of current replication study designs is included in Table 

1 below.  

 

 



53 
 

 
Table 1   A summary of current designs included in the replication study set, the number of controllable parameters 
related to the study, and the source(s) of their designs. 

Design Num. 

Parameters 

Source Design Num. 

Parameters 

Source 

Coplanar 

Keyhole 

4 [58, 63] Coplanar Monopole 16 [68] 

Square Loop 

(FSS) 

4 [64] Double-Sided Bowtie 16 [69]  

Square Spiral 

(FSS) 

4 [33] Serpentine Patch 18 [60, 61] 

E 6 [59,65] Hexagonal, Ring-Shaped Fractal  21 [62]  

Slotted Patch 10 [57, 66] substrate integrated waveguide 

cavity-backed L-shaped slot 

antenna 

23 [32] 

Double-Sided 

Vivaldi 

11 [67] Others 4+ [70,71,72] 

 

All replication studies include settings for the substrate height, the conductor material, the substrate 

material, and any parameters included in the literature for the specific topology. In Figure 26, a 

dual band serpentine antenna [60] with 20 controllable physical parameters has been selected to 

show the labeled controllable parameters from literature, the diagram showing the physical 

characteristic associated with each parameter, and the 3D preview showing how the parameterized 

design varies from the reference image. 
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Figure 25 The AntennaCAT Design page showing a selection of calculation and replication options for antenna design. 

 

 

Figure 26 The dual band serpentine replication study from [60] on the Design page. Left, the default parameters. Right, the 
3D preview including the probe location. 

The 3D preview is generated with the ‘Replicate’ button at the bottom of the Antenna Generator 

tab and will accurately reflect the CAD model generated in the EM simulation software suite in 

terms of scale. This is exceedingly important for cases such as Figure 26, where the edge of the 
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substrate (represented by the outer box around the serpentine) is close to the edge of the antenna. 

To encourage experimentation, AntennaCAT does not place limits on parameter values, or add 

constraints to the parameter relations to each other in the replication studies. As an effect of this, 

it is possible to create antennas with invalid configurations, intersecting lines, probe feeds not 

located within the substrate, etc.. The generated CAD files are carefully parameterized to handle 

these inputs, but that does not mean such designs are valid for simulation or solution setup.  

All the included replication study designs are compatible with the internal optimizer set, and some 

have been used to collect hyperparameter performance data for the neural network trained on the 

data collected from the objective function suite in Chapter 5 
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CHAPTER 4 
AntennaCAT Optimization Suite 

 

 

Figure 27 An overview of the optimization process. The Optimizer Integrator is used with a dynamically declared optimizer 
class object so that new optimizers can be easily integrated with AntennaCAT.  

There are eleven core optimizers integrated into the AntennaCAT optimization suite. Figure 27 

shows a high-level diagram of AntennaCAT’s optimization process, including the Optimizer 

Integrator, which allows the optimizers to be used interchangeably. Figures 28 and 29 show the 

configuration screens for two types of optimizers: a traditional particle swarm optimizer, and the 

MultiGLODS optimizer. These screens provide the optimizer configuration data needed in the 

‘User Interface’ block in Figure 27. This data is parsed by AntennaCAT and provided to the 

Optimization Object (similar to the Simulation Object described in Chapter 2) that manages the 

optimization process. This object is created at runtime with the selected optimizer information, the 

detected controllable parameters in Figure 15 (Chapter 2), and the target values for the antenna 

design. The Optimizer Integrator manages the dynamically at runtime selected optimizer 

interfaces, so that no distinction is made between selected optimizers by the AntennaCAT kernel.  
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The eleven optimizers in AntennaCAT include a Particle Swarm optimizer, a Cat Swarm optimizer, 

a Chicken Swarm optimizer, a Bayesian optimizer with a Gaussian Process kernel, and a 

MultiGLODS optimizer. Several variations of the swarm optimizers, and a sweep optimizer, are 

included in the optimizer suite. Each optimizer, and its variations, are discussed in the subsections 

below. Also discussed as part of the Bayesian optimizer is the surrogate model library. It is possible 

to use all optimizers except for the sweep optimizer with all surrogate models, though not all 

combinations will converge. In total, there are 90 optimizer-surrogate model combinations, and 

additional configurations such as boundary condition handling which may cause unique optimizer 

behavior.  

 The selection of optimizers has been integrated based largely on their popularity in literature. The 

swarm-based optimizers use the version of the optimizer as they were introduced into the field of 

electromagnetics. Likewise, the ‘quantum inspired’ set are based on the versions of the optimizers 

as they were initially introduced. The quantum inspired optimizers use random numbers to 

introduce uncertainty into the particle movement. This process is further explained in the 

Quantum-Inspired Optimizers section in this chapter. When possible, optimizers have been 

grouped together under single tabs to make GUI navigation easier. For instance, the optimizers in 

the ‘Swarm Based’ tab grouping are related to traditional PSO, but are modeled after other natural 

occurrences to utilize specific behavioral problem solutions. Any quantum inspired counterparts 

are listed under their own ‘Quantum Inspired’ tab. The MultiGLODS [73] optimizer is a 

comparatively newer (2018) algorithm, a multi-objective direct search algorithm with a merge 

function in the search step. MultiGLODS and the Bayesian optimizers [74, 75, 76] have their own 

tabs as they are unique in the optimizer set. 

Gradient-based optimizers rely heavily on initial solution guesses and their efficiency for finding 

local optima. This brings up two issues: first, simulations are time and computationally expensive, 

thus having multiple initial solution guesses is not efficient; secondly, electromagnetics problems 

tend to have multiple local minima in addition to the global minima. Given this, it was decided to 

implement primarily derivative free optimizers in the AntennaCAT software suite. This decision 

had the additional benefit of finding solutions that are not influenced by the initialization or initial 

state of the optimizer.   
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Figure 28 shows the initial screen for Swarm Based optimization selection. It includes a traditional 

particle swarm optimizer [77, 78], a time modulated step particle swarm optimizer [79], a simple 

cat swarm optimizer [80, 81], a sand cat swarm optimizer [82, 83], and a chicken swarm optimizer 

[84, 85, 86]. Multiple boundary types (Random, Reflection, Absorb, Invisible) are available [87, 

88, 89], though random boundary is the default. Implementation of each optimizer is explained 

later in this chapter. 

 

Figure 28 The initial Swarm Based optimizer group customization tab on the Optimizer page.  

Figure 29 shows the MultiGLODS optimizer tab populated with the number of controllable input 

parameters, the number of selected parameters, and the lower and upper bounds. This field is 

populated when the ‘Apply Configuration’ on the detected controllable parameters box is clicked 

(see Figure 15).  

 

Figure 29 The MultiGLODS optimizer tab on the Optimizer page. It shows the dynamically detected input parameters, the 
number of selected parameters, and the lower and upper bounds for the selected parameters. 
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Unlike the MultiGLODS optimizer collection in Figure 29, the Swarm Based optimizer tab in 

Figure 28 includes the ‘Help Me Choose’ tab. On the ‘Help Me Choose' tab are suggestions for 

hyperparameters based on three factors: the selected optimizer, the number of selected controllable 

parameters, and the number of selected optimizer targets. AntennaCAT user can choose to use the 

suggested hyperparameters or not.  

Optimizers demonstrating high parameter sensitivity during the data collection process described 

in Chapter 5 were excluded from the final dataset used to train the neural networks used to predict 

the hyperparameters. In the current optimizer set, the Bayesian Optimizer, the MultiGLODS 

optimizer, Sand Cat Swarm, and the sweep optimizer are excluded. Details on this are included in 

the chapter subsections relating to the respective optimizer. In Chapter 5, the data collection 

process and machine learning approaches used on the dataset are discussed.  

There are five Optimizer Targets options available for the optimizer suite: S11 (dB), gain (dB), BW 

(bandwidth, Hz), directivity (dB), and efficiency. All five are available for all optimizers, though 

in experimentation it has not been efficient to use all five targets at once. Typically, S11 and gain 

have performed well enough for practical purposes. S11 is set to -10 dB by default. It is up to the 

user to set target values consistent with the output of the selected EM simulation software suite 

configurations. BW, directivity, and efficiency are set to 0 as defaults, and need to be changed 

before they can be used as target metrics. All target metrics are considered with the same priority, 

though they are evaluated in the same order they are listed, so if there are errors higher in the listed 

order, the later values will not be evaluated separately. In practice, using the variance of the 

simulation from the target resonant frequency, reflected power (S11), and the overall gain of the 

antenna, is enough to utilize optimizers for topologies with few parameters and semi- analytical 

solutions, but the optimization performance drops as more features are added.  

When multiple frequencies have been selected on the Simulation Setup tab, the target values will 

be applied to both frequencies. This allows for multiple frequencies to be evaluated simultaneously 

and applies to dual-band or tri-band designs in experimentation. Higher numbers of bands are 

possible but have not been evaluated for practicality reasons. It is suggested to optimize for features 

such as antenna footprint by controlling the physical parameters in the controllable parameters 

panel on the Optimizer page. Multi-band designs do not affect the problem bounds, but footprint 

minimization does as the lower and upper bounds for parameters are constrained.  
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The implementation of the presented optimizers does not require knowledge of specific topology. 

The only information provided to the optimizers are the selected target metrics (return loss, 

bandwidth, gain, directivity, efficiency), the target values, the controllable parameters extracted 

from the generated or imported scripts, and their upper and lower bounds. A mix of deterministic 

and stochastic optimizers are included to address a range of user needs, and to incorporate popular 

optimization methods for replication studies. Model-based optimizers have been explored, but due 

to their limited adaptability to unknown topologies, they are not the focus of the optimizer 

selection. By default, optimizers have pre-set tuning parameter values based on experimental 

usage. These values are not optimal for all topologies, nor are they expected to be [47], and Chapter 

5 details how collected data has been used to train machine learning models on a range of objective 

functions to suggest initial hyperparameters based on the number of controllable parameters and 

targets. These hyperparameter suggestions are accessible through the ‘Help Me Choose’ tabs, and 

update dynamically based on user input. 

Hyperparameters, more specifically model hyperparameters, are used in both the optimizers and 

the design of the pre-trained neural networks used to estimate initial optimizer hyperparameters. 

These hyperparameters are used by the optimizers to control the learning and navigation process 

through the state space. Manually tuning hyperparameters requires experimentation, is time-

consuming, and is not easily reproducible across optimizers. To address this, many researchers are 

turning to automated hyperparameter tuning. In AntennaCAT, each optimizer selection has its own 

hyperparameters unique to that optimizer. For instance, PSO uses the number of particles, and 

several weight minimums and velocity limits, while the MultiGLODS optimizer utilizes a 

coefficient for step size contraction (beta), a coefficient for step size expansion (gamma), and a 

search frequency. All optimizers have tolerance and maximum iteration values, though what the 

tolerance controls may differ between optimizer groupings. For instance, in MultiGLODS, the 

tolerance controls the step size tolerance, and the radius is reduced in size as you approach the 

solution. However, in many other optimizers, the convergence criteria are based on distance from 

target, or the L2 norm of the standard metric on the function space output with respect to the target. 

Default values for the hyperparameters in the Optimizer GUI are based on experimental examples, 

and are place holders, not optimized or globally well performing values. Respecting the no free 

lunch theorem [47], while an optimizer may perform well on one problem, it will not perform as 
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well on the set of all possible problems as no optimizers intrinsically have an advantage of being 

faster or more accurate on all problems. Likewise, no set of hyperparameters will perform well on 

every problem or for every optimizer. Optimizers must be selected based on compatible problem 

types, and then their hyperparameters must be tuned to the problem.  

The next sections cover boundary and constraint handling mechanics for AntennaCAT compatible 

optimizers, and how optimization is automated in AntennaCAT. Following that, the individual 

optimizer implementations, including the surrogate model library, are discussed. 

4.1 Boundary Condition Handling  
All optimizers that generate or randomly sample the feasible decision space on an EM problem 

directly utilize boundary condition handling. For those that do not, including the Sweep grid 

search, hard boundaries may be used to restrict movement or to indicate the end of a search. These 

boundaries are statically set prior to starting an optimizer process. Boundary handling is conducted 

inside of the optimizer class, and not handled by AntennaCAT directly.  

Optimizers using boundary condition handling are programmed with four types of bounds by 

default. In terms of the current optimizer suite, this includes all of the swarm-based optimizers and 

their quantum inspired counterparts. The Random bounds option will randomly respawn any 

particles or agents that leave the feasible decision space back into valid bounds. Reflection bounds 

will ‘bounce’ particles back into the valid space. Selecting Absorb for the boundary handling will 

cause the velocity of any particles to be ‘absorbed’, or set to zero, in that direction. Finally, the 

Invisible boundary conditions will cause any particles that have done out of bounds to no longer 

be evaluated. Depending on the optimizer implementation, these particles can either be set to 

inactive and their positions are no longer updated, or the particles can be set to inactive and their 

positions updated out of bounds but not considered for any calculations.  

AntennaCAT optimizers use Random bounds by default, as it has experimentally proven to be the 

most stable. In cases where problem constraints are violated, but the problem bounds are not, the 

optimizer defaults to using random bounds logic.  
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4.2 Problem Constraint Handling 
The optimizers used in the AntennaCAT require a constraints file to manage objective function 

constraints. If a file is not provided, then a default file with no constraints is used. This file is 

loaded into the optimizer constructor and cannot be changed during runtime. Examples can be 

found in the individual optimizer repositories on GitHub [79, 90-100]. When controlled by 

AntennaCAT, the default file is typically used. However, it is possible to add a custom constraints 

file. It is recommended to reference the README.md file for the GitHub repositories (including 

the AntennaCAT repository) for the creation of these files as they are highly problem specific and 

not included in AntennaCAT’s error checking process. In the AntennaCAT Tuning process cycle, 

the objective function is replaced by an array containing the difference between the target values 

and the values exported from the simulation report values.  

4.3 Single and Multi-Objective Optimization 
All optimizers included in this section are compatible with both single and multi-objective 

functions. Not all optimizers will work equally well on both types of problems, but it is possible 

attempt problems regardless of input dimensions, or with any combination of the five target values 

that can be optimized with AntennaCAT (S11, gain, etc.).  AntennaCAT takes a ‘no preference’ 

method of multi-objective optimization but does not calculate a Pareto front. Instead, the ‘best 

choice’ is the smallest norm of output vectors (the L2 norm).  

 

4.4 Objective Function Handling for Repository Examples 
The stand-alone optimizer repositories [90-100] have a standardized structure to encourage 

experimentation. Every optimizer repository has three test objective functions included in the 

repository: 

1. Himmelblau's function, which takes 2 inputs and has 1 output 

2. A multi-objective function with 3 inputs and 2 outputs (see lundquist_3_var) 

3. A single-objective function with 1 input and 1 output (see one_dim_x_test) 

Each function has at least the following five files in a directory: 
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• configs_F.py - contains imports for the objective function and constraints, constant (static) 

assignments for functions and labeling, boundary ranges, the number of input variables, 

the number of output values, and the target values for the output. 

• constr_F.py - contains a function with the problem constraints, both for the function and 

for error handling in the case of under/overflow. 

• func_F.py - contains a function with the objective function. 

• main_test.py – contains a script to run the optimizer and print out results to the terminal. 

• main_test_graph.py - contains a script to graph the function for visualization. 

These files follow the AntennaCAT compatible format, and the constr_F.py function can be 

imported into AntennaCAT to add constraints to project definitions.  It is highly suggested that 

custom constraint function files be tested on an optimizer before being tested in AntennaCAT.  

 

4.5 AntennaCAT Optimizer Compatibility 
AntennaCAT compatible optimizers are functional as standalone programs for testing and 

publication transparency [90-100].  Specific details for each optimizer are included on their 

specific README.md pages, however AntennaCAT compatibility sets the following 

requirements: 

1) Compatible optimizers (and integrated surrogate models) follow state machine logic to 

incorporate simulation as the objective function evaluation. With this process, the optimizer is 

initialized, and then a while loop is run until stop conditions are met. The stop condition can 

include a maximum number of iterations, or an evaluation within a specific error tolerance. 

2) Boundaries are problem specific and enforced with lower and upper bounds set either by a 

configuration file (configs_F.py) or the AntennaCAT GUI. These are static and cannot be 

changed during the runtime of the optimizer.  

3) Constraint files are used to enforce problem constraints (outside of those handled by the 

problem bounds enforcement). If a user does not specify a file, then a default file is used that 

always returns two Boolean true values.  
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4) The objective function, which can either be an objective function from a file (func_F.py) or a 

simulation, has two outputs. The first output is an array containing the function evaluation (or 

processed simulation export reports) corresponding to specific target values. When operating 

as a stand-alone program, the targets are included in the configuration file (configs_F.py). For 

single objective functions in the objective function suite, every target is 0. For multi-objective 

functions, target values were chosen to be values on the Pareto front. The second output of the 

objective function is a Boolean that represents if the objective function was successfully 

evaluated. This second Boolean is represented with a ‘NoError’ value in code, indicating that 

there has been no error in the evaluation of the constraints. 

5) Optimizers use the standard format for function calls to step through the state machine, call the 

objective function, check if the optimizer has converged or otherwise met completion criteria 

and to return convergence data for logging. All optimizers use the format 

myOptimizer.complete(), where ‘myOptimizer’ is an arbitrary optimizer class object, to return 

a bool if completion criteria have been met. These criteria include at least a maximum number 

of iterations, and an L2 norm distance to the target. Only one of the criteria must be met. 

myOptimizer.step(suppress_output) is used to advance the state machine one step forward. 

suppress_output is a Boolean value controlling if detailed messages are displayed or not, a 

value of ‘True’ will suppress all messages from the optimizer class. 

myOptimizer.call_objective(allow_update) will attempt an objective function call if the 

optimizer is in a valid state for an objective function call. For most optimizers, this will trigger 

a call to the objective function. In some, such as MultiGLODS, an objective function call will 

not be made. The allow_update Boolean allows for the optimizer to be run through steps 

without calling the objective function.  Finally, myOptimizer.get_convergence_data() is used 

to return a counter for the number of times the objective function has been called, and a best 

evaluation float value for the current best evaluation of the optimizer. These function calls can 

be seen in the main_test.py files for all optimizers.   

In the following sections, the optimizer descriptions will cover the initialization and the 

call_objective() function, which allows the optimizer to call the objective function if the state 

machine is in a valid state for the call to be executed. The step() function call that causes the state 

machine to take one step forward is not discussed except in terms of state machine behavior. 

Images of optimizer functions are provided from their respective stand-alone repositories. 
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AntennaCAT does not currently graphically display optimizer details, particle position, surrogate 

model surface meshes, or other similar information.  

4.6 Particle Swarm Optimizers 

Particle Swarm Optimization (PSO) is a popular nature-inspired optimization algorithm introduced 

in "Particle Swarm Optimization" [101] in 1995. This algorithm was inspired by the social 

behavior of collaborative animal groups and is often compared to birds flocking or fish schooling. 

PSO is used to find approximate solutions to complex optimization problems and is often 

implemented on problems that have local minimum solutions in addition to a global solution, or 

multiple global solutions. Particle Swarm-based optimizers, in addition to the original Particle 

Swarm Optimization, are popular optimization techniques for multi-parameter, and multi-

objective, problems, and are popular in studies using several of the featured replication study 

topologies. PSO consists of a population, or swarm, of candidate solutions called particles. Each 

particle moves through the search space influenced by its own best-evaluated position and the 

swarm global best. 

 

Figure 30 Particles making up a 50-agent swarm in a traditional PSO algorithm converging on the single-objective 
Himmelblau’s function global minima at 2, 216, 394, and 687 steps.  
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Figure 30 shows the convergence of a traditional PSO algorithm on the single-objective function 

at steps 2, 216, 394, and 687.  The 50 particles used in this example begin to converge visibly on 

a target by step 216 and have found a global minimum within an error tolerance of 10e-6 by 

iteration 687. The traditional particle swarm optimizer, as it was initially presented in literature, 

was used to find the global minima for Himmelblau’s function, one of the objective functions 

included in Chapter 5 and the objective function library used for optimizer testing in AntennaCAT.  

Traditional PSO was used as the visual behavior of the swarm does not differ much from the other 

swarm-based algorithms in this section to the casual observer.  However, there is a notable visual 

difference between Figure 30 and 31, using the same swarm configurations. Figure 31 uses a multi-

objective test function from the test function suite that was designed to be fast to converge. To 

prevent convergence for demonstration purposes, the error tolerance for the solution was set to 

10e-15.  

 

Figure 31 Particles making up a 50-agent swarm in a traditional PSO algorithm converging on the multi-objective function 
target on the Pareto front 2, 216, 394, and 687 steps.  

In Figure 31, the swarm at step 2 is still randomly dispersed. By step 216, the swarm has begun to 

find the front of the feasible objective function space. In this example, a single point is Pareto 

Optimal (the target solution), which the swarm is converging on by iteration 687.  
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 The AntennaCAT swarm-based optimizers track the global best position, the global best fitness 

(objective function evaluation), personal best position, personal best fitness, and the active/inactive 

status of the particles.  The following subsections describe the initialization, optimizer step, and 

objective function call handling.  

Traditional Particle Swarm  
The traditional particle swarm optimizer included in AntennaCAT is based on the one proposed by 

[101] in 1995. It has no time-step modulation, no scalable search, no mutation, and other 

modifications made in the three decades since the algorithm was introduced. This optimizer is 

included in AntennaCAT to include a baseline for improvement on swarm-based optimizers, which 

is arguably the most populous optimizer type in electromagnetics.  

It is available at: https://github.com/jonathan46000/pso_Python/tree/pso_basic  

Initialization: 

The optimizer is initialized and controlled fully from an outside class. It is initialized with the 

following variables: 

• The number of particles 

• The lower bounds of the problem (numeric constraints) 

• The upper bounds of the problem (numeric constraints) 

• Weights: 

o Inertia weight: previous movement impact 

o Cognitive Coefficient: individual exploration 

o Social Coefficient: group exploitation 

• Velocity limit 

• The number of output (target) values 

• Numerical target values 

• Error tolerance, or acceptable deviation from target 

• Maximum number of iterations 

• Boundary type selection 

https://github.com/jonathan46000/pso_python/tree/pso_basic
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During initialization, the objective function reference (pass by object) and the constraint function 

(pass by object) are also included. 

The state machine is simple, and steps forward every time the step function is called. The objective 

function is called once per iteration of the controlling class, and the objective function is executed 

every time it is called. 

Optimizer Step: 

When the optimizer step() function is called, the traditional PSO optimizer executes the 

following process: 

• Print a summary of the iteration values if suppress_output is False. 

• For any active particles: 

1. Check if the current location is a global local 

2. Update the velocity vector 

3. Update the particle location 

4. Handle bounds 

 

Particle Swarm with Time-Step Modulation 
This particle swarm optimizer adds a time step modulation to the traditional PSO algorithm. It uses 

the mean absolute deviation of particle position as an adjustment to the time step to prevent the 

particle overshoot problem. This particle distribution is initialized to one when the swarm starts, 

so that the impact is boundary independent. 

It is available at: https://github.com/jonathan46000/pso_python/tree/main  

Initialization: 

The optimizer is initialized and controlled fully from an outside class. It is initialized with the 

following variables: 

• The number of particles 

• The lower bounds of the problem (numeric constraints) 

• The upper bounds of the problem (numeric constraints) 

https://github.com/jonathan46000/pso_python/tree/main
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• Weights: 

1. Inertia weight: previous movement impact 

2. Cognitive Coefficient: individual exploration 

3. Social Coefficient: group exploitation 

• Velocity limit 

• The number of output (target) values 

• Numerical target values 

• The time modulation parameter 

• Error tolerance, or acceptable deviation from target 

• Maximum number of iterations 

• Boundary type selection 

During initialization, the objective function reference (pass by object) and the constraint function 

(pass by object) are also included. 

The state machine is simple, and steps forward every time the step function is called. The objective 

function is called once per iteration of the controlling class, and the objective function is executed 

every time it is called. 

Optimizer Step: 

When the optimizer step() function is called, the traditional PSO optimizer executes the following 

process: 

• Print a summary of the iteration values if suppress_output is False. 

• For any active particles: 

1. Check if the current location is a global local 

2. Update the velocity vector 

3. Update the particle location, which uses the time modulation 

4. Handle bounds 

• After all particles have been stepped through (1 per step()), update the delta t, which is the 

adaptive time step modulation value 
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4.7 Cat Swarm Optimizers  

Cat Swarm Optimization is a nature-inspired algorithm based on the behaviors of cats. Introduced 

in the 2006 paper "Cat Swarm Optimization" [80, 81], this algorithm shares similarities with the 

traditional Particle Swarm Optimization algorithm, incorporating both location and velocity 

components. However, unlike PSO, the particles in Cat Swarm Optimization have two movement 

options during the update step, modeled after the behaviors of cats. In the traditional Cat Swarm 

Optimization, these are seeking and tracing. Sand Cat Swarm Optimization [82, 83] uses an 

attacking (exploitation) and a search (exploration) mode. 

Traditional Cat Swarm 
This optimizer uses the original algorithm proposed in [80, 81] with no modifications. Cat Swarm 

Optimization divides the population of candidate solutions (cats) into two groups: those in seeking 

mode, and those in tracing mode. Each cat can switch between these modes according to a specified 

probability. 

1. Seeking Mode: 

The seeking mode is responsible for exploring the search space to uncover new and potentially 

superior solutions. In this mode, cats simulate a behavior where they observe their environment 

and decide on new positions based on various potential moves. This process aids the algorithm in 

avoiding being trapped in local optima. 

2. Tracing Mode: 

The tracing mode is dedicated to exploiting the search space by pursuing the best solutions 

discovered by the cat swarm so far. In this mode, cats imitate a behavior where they move toward 

a promising position, similar to a cat chasing prey. This approach not only helps refine solutions 

and converge towards the global optimum but also ensures that the most promising regions of the 

search space are thoroughly explored and optimized. 

 

It is available at:  https://github.com/LC-Linkous/cat_swarm_python  

https://github.com/LC-Linkous/cat_swarm_python
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Initialization: 

The optimizer is initialized and controlled fully from an outside class. It is initialized with the 

following variables: 

• The number of particles 

• The lower bounds of the problem (numeric constraints) 

• The upper bounds of the problem (numeric constraints) 

• Weights, used for the velocity in tracing mode only 

• Velocity limit 

• The number of output (target) values 

• Numerical target values 

• Error tolerance, or acceptable deviation from target 

• Maximum number of iterations 

• Boundary type selection 

• Mixture ratio (MR). Small value for tracing population size 

• Seeking memory pool (SMP). The number of copies of cats made in seeking mode 

• Seeking range of a selected dimension (SRD) 

• Counts of dimensions to change (CDC), a mutation variable 

• Self-position consideration (SPC), a Boolean for if the cat being copied in the seeking mode 

step should be considered in the copy count  

During initialization, the objective function reference (pass by object) and the constraint function 

(pass by object) are also included. 

The state machine is simple, and steps forward every time the step function is called. The objective 

function is called once per iteration of the controlling class, and the objective function is executed 

every time it is called.  

 

Optimizer Step: 

When the optimizer step() function is called, the Cat Swarm Optimizer executes the following 

process: 
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• Print a summary of the iteration values if suppress_output is False. 

• For any active particles: 

1. Check if the current location is a global local 

2. Use the current particle’s mode (seeking, tracing) to update location: 

2.1 Call tracing_mode() 

2.2  Call seeking_mode() 

• Handle bounds 

 

Sand Cat Swarm 

In 2022, Sand Cat Swarm Optimization [82, 83] was proposed as an algorithm able to escape 

local minima while retaining a balance between the exploitation and exploration phases of the 

Cat Swarm Optimization algorithm. It has far fewer parameters and operators than other 

metaheuristic algorithms, including those in the AntennaCAT optimizer suite, making it easier to 

implement than some swarm algorithms. A trade off, however, is that this algorithm may be 

more computationally expensive in the short term due to the exploration phase of the algorithm 

in the step function call evaluating the objective function for all copies of the cats. 

There are two stages for this optimizer: 

1. Exploitation: 

This stage is the 'attacking prey' phase where the particle is moved in the feasible decision space 

to introduce new possible solutions to the swarm. During this phase, when a particle’s position is 

updated, both random numbers and random angles (from 0 to 360 degrees) are utilized to promote 

movement away from the current location. The new position and subsequent step are weighted 

according to the global best solution, ensuring that exploitation remains focused around high-

performing regions. 

2. Exploration: 

The second stage is the ‘search mode’ stage of the algorithm. This stage selects a random particle 

from the swarm as a ‘candidate’. This candidate is used to create several copies with similar 

characteristics that are then evaluated with the objective function to find the next potential best 
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position. The best evaluating copy is then used to move the cat. This mode encourages the herd 

behavior.  

It is available at:  https://github.com/LC-Linkous/cat_swarm_Python/tree/sand_cat_python  

 

Initialization: 

The optimizer is initialized and controlled fully from an outside class. It is initialized with the 

following variables: 

• The number of particles 

• The lower bounds of the problem (numeric constraints) 

• The upper bounds of the problem (numeric constraints) 

• Weights, used for the velocity in tracing mode only 

• The number of output (target) values 

• Numerical target values 

• Error tolerance, or acceptable deviation from target 

• Maximum number of iterations 

• Boundary type selection 

During initialization, the objective function reference (pass by object) and the constraint function 

(pass by object) are also included. 

The state machine is simple, and steps forward every time the step function is called. The objective 

function is called once per iteration of the controlling class, and the objective function is executed 

every time it is called. The step function will also call the objective function for any candidate cats 

in the search mode phase of the algorithm. 

Optimizer Step: 

When the optimizer step() function is called, the Sand Cat Swarm optimizer executes the following 

process: 

• Print a summary of the iteration values if suppress_output is False. 

• For any active particles: 

https://github.com/LC-Linkous/cat_swarm_Python/tree/sand_cat_python
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1. Check if the current location is a global local 

2. Use the current particle’s mode (exploitation, exploration) to update location: 

2.1 Call exploitation_mode() 

2.2 Call exploration_mode() 

3. Handle bounds 

 

4.8 Chicken Swarm Optimizer 

The Chicken Swarm Optimization algorithm was introduced in 2014  by [84]. It is inspired by the 

hierarchy and behaviors observed in a swarm of chickens. Each type of bird (i.e., roosters, hens, 

and chicks), has its own unique movement rules and interactions based on two main types of 

hierarchy; flock and relational (maternal). There can be multiple swarms of chickens within a 

single particle swarm instance. Within each of the chicken swarms, the hens are also split into two 

types: hen and mother hen. Mother hens have at least one chick that follows their movement. 

Unlike the other swarm-based optimizers, there is an absence of an explicit random velocity 

component for each particle.  

The general movement rules for each type of bird are as follows: 

1. Roosters: 

Roosters have the best positions (fitness values) in the swarm. There is one rooster per chicken 

swarm, though there can be multiple roosters in the particle swarm implementation. The 

roosters move based on their current position and a random perturbation, which is used to 

reduce the chances of remaining in a local minimum. If a rooster gets stuck in a minimum, or 

another chicken in the swarm finds a new ‘best’ position, the rooster will be demoted in the 

hierarchy to a chicken, and a new rooster chosen. 

2. Hens: 

Hens follow roosters. Hens in a chicken swarm update their positions based on the current 

position of their rooster and a randomly selected chicken. Following the rooster encourages 
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the swarm behavior of the algorithm, while using a randomly selected chicken’s position 

encourages some variation to the movement, preventing the chicken swarm from converging 

on the rooster and not exploring an area. 

3. Chicks: 

Chicks follow their mother hens. Not all hens have to be mother hens, but all mother hens have 

at least one chick. These particles update their position based on their mother’s position and a 

random factor (float value) to simulate ‘dependence’. Unlike the hens, which follow a rooster 

and another chicken, this dependence is used to make the chick’s movement anchored on the 

mother hen, but not completely restricted.  

Initialization: 

The optimizer is initialized and controlled fully from an outside class. It is initialized with the 

following variables: 

• The number of particles 

• The lower bounds of the problem (numeric constraints) 

• The upper bounds of the problem (numeric constraints) 

• The number of output (target) values 

• Numerical target values 

• Error tolerance, or acceptable deviation from target 

• Maximum number of iterations 

• Boundary type selection 

• Number of roosters (RN) 

• Number of non-mother hens (HN) 

• Number of mother hens (MN) 

• Number of total chicks (CN) 

• G, the generation value for how many iterations before the chicken designations in a swarm 

are shuffled. 
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During initialization, the objective function reference (pass by object) and the constraint function 

(pass by object) are also included. 

The state machine is simple, and steps forward every time the step function is called. The objective 

function is called once per iteration of the controlling class, and the objective function is executed 

every time it is called.  

 

Optimizer Step: 

When the optimizer step() function is called, the Chicken Swarm Optimizer executes the following 

process: 

• Print a summary of the iteration values if suppress_output is False. 

• For any active particles: 

1. Check if the current location is a global local  

2. If the current generation counter has reached a maximum, then reorganize the 

swarm 

3. Use the current particle’s type (rooster, hen, chick) to update location: 

3.1 Call move_rooster() 

3.2 Call move_hen() 

3.3 Call move_chick() 

4. Handle bounds 

 

4.9 Quantum-Inspired Optimizers  

Quantum Particle Swarm Optimization (QPSO) was introduced in 2004 as an advancement on the 

traditional Particle Swarm Optimization algorithm [102, 103, 104, 105]. In [102], the authors 

describe traditional particle swarm as using Newtonian mechanics because a particle moves along 

a determined trajectory via a known position and a velocity vector. However, in quantum 

mechanics, the location and velocity vectors cannot be known simultaneously due to the 

uncertainty principle. By applying that principle to PSO by pulling inspiration from superposition 

and entanglement, these optimizes may have an advantage on some problem types. 
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Superposition, as it exists as a concept for the optimizers in this section, can be interpreted as a 

probability distribution over multiple states. In quantum mechanics, a particle can exist in a 

superposition of multiple states simultaneously. That is, if there are three possible states a particle 

can exist in, then there is a probability that it is in each one, but it is not possible to know with 

absolute certainty which state it is in. In QPSO, a particle’s position is often updated using a 

probability distribution derived from the particle’s personal best and the swarm’s global best, to 

retain the swarming behavior. This uses the particle’s personal best (which is not always the current 

location), as an anchor for this movement pattern. Using this method, rather than a deterministic 

position update, allows particles to explore the feasible decision space more effectively.  

Entanglement in quantum physics is the phenomenon where particles become interconnected such 

that the state of one particle directly affects the state of another particle despite any amount of 

distance between the two. In QPSO, this relates to how particle position updates in a swarm 

influence others in the swarm due to each particle’s location relying on the particle’s personal best 

and the global best of the swarm.   

The three quantum inspired swarm optimizers in this section (QPSO, Quantum Cat Swarm 

Optimization, and Quantum Chicken Swarm Optimization) are briefly discussed as they are of 

interest based on current literature, but for longevity of code they are not executed in the same way 

as current literature. Rather than using Qiskit, QuTIP, Pyquil, or other libraries that are either 

constantly adapting, new, or in early stages of documentation, the AntennaCAT versions of these 

optimizers use random numbers to introduce uncertainty into the movement model (superposition). 

These optimizers are based on a specific snapshot of literature, which the original QPSO algorithm 

introduced, and are meant for educational purposes. 

Quantum Inspired Particle Swarm Optimizer  

In contrast to conventional Particle Swarm Optimization, Quantum Particle Swarm Optimization 

(QPSO) does not employ a velocity vector. Instead, it updates particle positions directly using a 

probability distribution informed by the mean best position and a logarithmic factor, principles 

derived from quantum mechanics. The QPSO update mechanism utilizes quantum-inspired 

probabilistic movements to achieve a balanced exploration and exploitation strategy. By 
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integrating the strengths of both personal and global experiences with a stochastic element, QPSO 

effectively navigates complex optimization landscapes. 

Updating the position vector of a particle is done in two steps. First, the mean best position is 

calculated from the swarm positions: 

𝑚𝑏 = β ⋅ 𝑝 + (1 − β) ⋅ 𝑔 (𝑒𝑞. 17) 

Where β is a parameter controlling the influence between the personal best and global best 

positions.  

The second step is the actual position update: 

xi(t + 1) = mb ± β ⋅ |p − g| ⋅   log(1/u) (𝑒𝑞. 18) 

In eq. 18, mb is the mean best position from eq. 17, and β is the same user-defined parameter that 

controls the balance between personal best and global best. Some implementation may use 

different values for β, but the default for the AntennaCAT optimizer suite is to use the same value 

for both instances. 𝑝 is the personal best of the particle, 𝑔 is the global best of the swarm, 𝑢 is a 

uniformly distributed random number between 0 and 1, bounds inclusive. The logarithmic term, 

𝑙𝑜𝑔(1/𝑢), introduces a random factor in addition to the scaling β factor, which will be naturally 

biased towards smaller numbers because the random vector 𝑢 is bounded [0,1]. That is, the 

logarithmic function naturally has a heavy-tailed distribution in this problem, so the particle 

movement will stay relatively controlled despite the random aspects to movement.  

It is available at: https://github.com/LC-Linkous/pso_python/tree/pso_quantum 

Unlike the other branches of the pso_python repository, the pso_quantum branch is not merged 

upstream. It is an experimental variation meant for educational purposes.  

Initialization: 

The optimizer is initialized and controlled fully from an outside class. It is initialized with the 

following variables: 

https://github.com/LC-Linkous/pso_python/tree/pso_quantum


79 
 

• The number of particles 

• The lower bounds of the problem (numeric constraints) 

• The upper bounds of the problem (numeric constraints) 

• Weights, used for the velocity in tracing mode only 

• The number of output (target) values 

• Numerical target values 

• Error tolerance, or acceptable deviation from target 

• Maximum number of iterations 

• Boundary type selection 

• The beta value for the position update (usually between 0 and 1) 

• The number of input variables 

 

During initialization, the objective function reference (pass by object) and the constraint function 

(pass by object) are also included. 

The state machine is simple, and steps forward every time the step function is called. The objective 

function is called once per iteration of the controlling class, and the objective function is executed 

every time it is called.  

Optimizer Step: 

When the optimizer step() function is called, the QPSO optimizer executes the following 

process: 

• Print a summary of the iteration values if suppress_output is False. 

• For any active particles: 

1. Check if the current location is a global local 

2. Update the particle location using the mean best method 

3. Handle bounds 
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Quantum Inspired Cat Swarm Optimizer  
The Quantum Inspired Cat Swarm Optimizer included in the AntennaCAT optimizer suite blends 

the traditional Cat Swarm Optimization algorithm with the mean best position update introduced 

in QPSO in the previous section.  It does not use a quantum-based or quantum inspired library. In 

future work, other variations may be added to include other libraries designed for quantum inspired 

machine learning.  The seeking and tracing modes of the cat swarm are implemented in this 

optimizer through the following. 

In the quantum inspired seeking mode, the seeking algorithm is retained as much as possible. When 

a candidate particle is selected, copies are created with new positions using the mean best position 

update method described in the QPSO section previously.  As with the original Cat Swarm 

algorithm, the fitness of the copies is evaluated, and the best preforming particle (the one with the 

lowest L2 norm fitness from the target) is selected.   

The quantum inspired tracing mode uses a random vector 𝑢 to update the particle movement 

towards the global best. This random vector is bounded [0,1]. 

It available at: https://github.com/LC-Linkous/cat_swarm_python/tree/cat_swarm_quantum  

Unlike the other branches of the cat_swarm_python repository, the cat_swarm_quantum branch 

is not merged upstream. It is an experimental variation meant for educational purposes.  

 

Initialization: 

The optimizer is initialized and controlled fully from an outside class. It is initialized with the 

following variables: 

• The number of particles 

• The lower bounds of the problem (numeric constraints) 

• The upper bounds of the problem (numeric constraints) 

• Weights, used for the velocity in tracing mode only 

• The number of output (target) values 

• Numerical target values 

https://github.com/LC-Linkous/cat_swarm_python/tree/cat_swarm_quantum
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• Error tolerance, or acceptable deviation from target 

• Maximum number of iterations 

• Boundary type selection 

• Mixture ratio (MR). Small value for tracing population size 

• Seeking memory pool (SMP). The number of copies of cats made in seeking mode 

• Seeking range of a selected dimension (SRD) 

• Counts of dimensions to change (CDC), a mutation variable 

• Self-position consideration (SPC), a Boolean for if the cat being copied in the seeking mode 

step should be considered in the copy count  

• The beta value for the position update (usually between 0 and 1) 

• The number of input variables 

During initialization, the objective function reference (pass by object) and the constraint function 

(pass by object) are also included. 

The state machine is simple, and steps forward every time the step function is called. The objective 

function is called once per iteration of the controlling class, and the objective function is executed 

every time it is called.  

 

Optimizer Step: 

When the optimizer step() function is called, the quantum inspired cat swarm optimizer executes 

the following process: 

• Print a summary of the iteration values if suppress_output is False. 

• For any active particles: 

1. Check if the current location is a global local 

2. Use the current particle’s mode (seeking, tracing) to update location: 

2.1 Call tracing_mode()Call seeking_mode() 

3. Handle bounds 
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Quantum Inspired Chicken Swarm Optimizer 
The Quantum Inspired Chicken Swarm Optimizer included in the AntennaCAT optimizer suite 

blends the mean best position update method with the movement models of the chicken swarm 

algorithm. The movement rules (in terms of hierarchy and relation) are preserved, the position 

changes are implemented as described in the following.  This algorithm is a simplified blend of 

the two methods and is intended for experimentation purposes.  

1.  Rooster Movement: 

Roosters are always the particles with the best evaluated fitness value in the swarm. These 

particles move based on their current position and a random vector in order to prevent stalling in 

a local minimum.  The roosters in this algorithm can be toggled to move either with the original 

movement model as described in [84], or by using the mean best position update method as 

described in the QPSO section. 

2.  Hen Movement: 

The hens in a chicken swarm follow their respective roosters. These particles update their 

positions in the quantum inspired algorithm using the mean best position update method. 

However, instead of using the global (for that flock) best position, the position of the flock’s 

rooster is used.  

3.  Chick Movement: 

Chicks in a traditional chicken swarm algorithm follow their assigned mother hen, and have a 

random vector added for modeling dependence. In the quantum inspired algorithm, like the hens, 

the chicks use the mean best position update. Instead of using a flock or rooster best, they use 

their mother hen as the anchor. 

It available at:  

https://github.com/LC-Linkous/chicken_swarm_python/tree/chicken_swarm_quantum  

 

https://github.com/LC-Linkous/chicken_swarm_python/tree/chicken_swarm_quantum
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Initialization: 

The optimizer is initialized and controlled fully from an outside class. It is initialized with the 

following variables: 

• The number of particles 

• The lower bounds of the problem (numeric constraints) 

• The upper bounds of the problem (numeric constraints) 

• The number of output (target) values 

• Numerical target values 

• Error tolerance, or acceptable deviation from target 

• Maximum number of iterations 

• Boundary type selection 

• Number of roosters (RN) 

• Number of non-mother hens (HN) 

• Number of mother hens (MN) 

• Number of total chicks (CN) 

• G, the generation value for how many iterations before the chicken designations in a swarm 

are shuffled. 

• The beta value for the position update (usually between 0 and 1) 

• The number of input variables 

• A Boolean to use the classical or quantum inspired roster movement model 

During initialization, the objective function reference (pass by object) and the constraint function 

(pass by object) are also included. 

The state machine is simple, and steps forward every time the step function is called. The objective 

function is called once per iteration of the controlling class, and the objective function is executed 

every time it is called.  
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Optimizer Step: 

When the optimizer step() function is called, the quantum inspired chicken swarm optimizer 

executes the following process: 

• Print a summary of the iteration values if suppress_output is False. 

• For any active particles: 

1. Check if the current location is a global local 

2. If the current generation counter has reached a maximum, then reorganize the 

swarm 

3. Use the current particle’s type (rooster, hen, chick) to update location: 

3.1 Call move_rooster() 

3.2 Call move_hen() 

3.3 Call move_chick() 

4. Handle bounds 

 

4.10 Sweep Optimizer 
The Sweep optimizer in the AntennaCAT optimization suite currently has two options for sweeping 

over an n-dimensional feasible decision space: random search, and grid search. Both options are 

compatible with single- and multi-particle search.  

It is available at:  https://github.com/LC-Linkous/sweep_python  

 

https://github.com/LC-Linkous/sweep_python
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Grid-Based Search 

 

Figure 32 The grid-based search option in the Sweep optimizer. On the right, the current and previous search locations. 
On the left, the red star is the global minima target. The black circle on the far right of the Global Best Fitness plot is the 
original evaluation, while the circle around the red star is the best evaluation. 

A grid-based sweep optimizer, often referred to as grid search, is a simple yet effective 

optimization technique commonly used for hyperparameter tuning in machine learning models. 

This method systematically explores a specified subset of the feasible decision space (and solution 

space). When using this method, an n-dimensional array is provided for the resolution in the n-

directions that the particle will move in. If a single value is provided, it will be applied to all 

dimensions of the search space. The error tolerance for the example above in Figure 32 was 

reduced to 10e-15 to demonstrate the grid pattern. The plot on the left shows the current particle 

locations and the past grid search. These are updated in real time. The objective function surface 

is not shown with the example test class in the repository to avoid cluttering the plot. The global 

best fitness record is shown using the black circles on the plot on the right side of Figure 32. The 

red star represents the target value of the global minimum. 
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Random Search 

 

Figure 33 The random search option in the Sweep optimizer. On the right, the current and previous search locations. On 
the left, the red star is the global minima target. The black circle on the far right of the Global Best Fitness plot is the 
original evaluation, while the circle around the red star is the best evaluation. 

The random search method employed in the Sweep optimizer is a fully random sample. This 

method is not iterative, or intelligent. It is meant to pull sampled from an n-dimensional space for 

evaluation. However, in small problem spaces it is not unusual for it to find a valid solution. The 

error tolerance for the example above in Figure 33 was reduced to 10e-15 to demonstrate the search 

pattern. The plot on the left shows the current particle locations and the past search locations 

search. These are updated in real time. The objective function surface is not shown with the 

example test class in the repository to avoid cluttering the plot. The global best fitness record is 

shown using the black circles on the plot on the right side of Figure 33. The red star represents the 

target value of the global minimum. 
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4.11 MultiGLODS  

 

Figure 34 The current search locations of six particles generated by MultiGLODS and the global best fitness record. On the 
right, the current and previous search locations. On the left, the red star is the global minima target. The black circle on 
the far right of the Global Best Fitness plot is the original evaluation, while the circle around the red star is the best 
evaluation. 

 

The Multiobjective Optimization Global and Local Optimization using Direct Search 

(MultiGLODS) algorithm is a derivative-free optimizer generalized for calculating the Pareto front 

of multi-objective, multimodal optimization problems [73]. MultiGLODS builds from the original 

GLODs algorithm proposed by the same authors in [106]. The multi-objective algorithm alternates 

between initializing new searches in the feasible objective space, using a ‘multistart’ strategy for 

selecting candidates likely to perform well, and balancing exploration with direct search. To reduce 

computation needs across valid, active points, it only compares points close to each other, rather 

than comparing one point with all other points active in the search.  

The original MultiGLODS search was written in MATLAB by Dr. Ana Luise Custódio and J. F. 

A. Madeira at the Nova School of Science and Technology and at ISEL and IDMEC-IST, Lisbon 

respectively. The Python version used in the AntennaCAT optimizer suite was translated by 

Jonathan Lundquist at VCU [100]. The Python translation de-embeds the objective function using 

a state machine-based design. Several changes were made to counters to record how many times 

the objective function was called for AntennaCAT’s standard log format, and the returns for the 
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objective function call were updated to match the compatibility requirements described in section 

4.4. The core algorithm remains true to the original. 

The Python version, and licensing information, are available on GitHub at:  

https://github.com/Jonathan4600/multi_glods_python  

Initialization: 

The optimizer is initialized and controlled fully from an outside class. It is initialized with the 

following variables: 

• The number of input variables 

• The lower bounds of the problem (numeric constraints) 

• The upper bounds of the problem (numeric constraints) 

• Numerical target values 

• A radius-based convergence tolerance 

• Maximum number of iterations 

• Boundary type selection 

• A beta parameter (BP) for step size tuning 

• A gamma parameter (GP) for step size tuning 

• A search frequency parameter (SF) 

During initialization, the objective function reference (pass by object) and the constraint function 

(pass by object) are also included. 

Optimizer Step and State Machine 

The state machine is simple, and steps forward every time the step function is called. The objective 

function is called once per iteration of the controlling class, but the state machine will not evaluate 

the objective function every iteration. MultiGLODS alternates between several modes of operation 

and may require several ‘steps’ before it is in a position to evaluate the objective function. 

 

 

 

https://github.com/Jonathan4600/multi_glods_python
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4.12 Bayesian Optimizer with Surrogate Model Kernel 
 

The Bayesian Optimizer included in the AntennaCAT optimizer suite is compatible with a series 

of surrogate model kernels. Bayesian search, or Bayesian optimization, uses probabilistic models 

to optimize functions that may be computationally intensive or time expensive to evaluate. This 

optimizer iteratively updates a Bayesian model of the objective function based on sampled 

evaluations of the objective function. As part of the AntennaCAT suite it is compatible with single 

and multiple objective functions with a variety of inputs. Only a limited number of input/output 

dimension combinations have graphical outputs, such as the ones in Figure 35 and 36 due to 

dimensionality restrictions.  

 

Figure 35 The evolution of the surrogate model at 1, 2, 3, 4, 9, and 19 samples taken during the Bayesian optimization 
process on a single-input single-output objective function. On the left of each pair is the objective function ground truth 
represented by a dotted red line. The surrogate model (using a Gaussian Process Mean) prediction is drawn in blue. 
Sampled points are red dots. On the right, in green, is the plotted expected improvement of the acquisition function.  
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In Figure 35 a single-input single-output equation has been used as an example. Each pair of graphs 

shows the progress of the optimizer as more samples are taken of the objective function. On the 

right-side plots, the objective function ground truth is shown with a dotted red line. The 

approximated surrogate model, in these examples using the Gaussian Process kernel, are shown in 

blue. Sampled points are shown as red dots. On the left-hand side plots, the Acquisition Function 

with the green Expected Improvement measure estimates which areas have the most potential for 

improvement based on the optimizer’s current knowledge of the space. This isolation of areas of 

interest is more apparent in Figure 36, where the center image of each set of three plots is the 

expected improvement compared to the current samples shown in 2D.  

 

 

Figure 36 The evolution of the Gaussian Process surrogate model at 5, 6, 19, 44, 74, and 204 samples taken during the 
Bayesian optimization process on a two-input single-output objective function. In each set of plots, the left plot is the 
objective function ground truth. The middle plot is the acquisition function, with the plotted expected improvement in 2D 
space. The right plot is the current surrogate model prediction of the objective function. In all three plots, the red dots 
indicate the samples taken from the original model. 
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Figure 36 shows the development of the Bayesian Optimization process using the Gaussian 

Process surrogate model on the two-input single-output Himmelblau’s function. This function was 

chosen to demonstrate the evolution of the surrogate model prediction against the image of the 

ground truth on the left of each set of plots. The error tolerance was lowered to 10e-20 to prolong 

the search for this example. 

Surrogate models are often used in optimization as a proxy for the true objective function, which 

may be costly or impractical to evaluate directly. This model approximates the objective function's 

behavior through a simpler and computationally efficient framework, such as the Gaussian Process 

kernel used in this example. The surrogate model is refined iteratively based on the evaluations of 

the actual objective function, thereby enhancing its accuracy over time, which is demonstrated in 

both Figure 35 and Figure 36. This approach enables optimization algorithms to make informed 

decisions about subsequent exploration in the search space, effectively balancing the exploitation 

of known favorable regions with the exploration of potentially superior ones.  

This optimization approach utilizes the surrogate modeling library discussed in the following 

subsections. 

It is available at: https://github.com/LC-Linkous/bayesian_optimization_Python  

 

Initialization: 

The optimizer is initialized and controlled fully from an outside class. It is initialized with the 

following variables: 

• The lower bounds of the problem (numeric constraints) 

• The upper bounds of the problem (numeric constraints) 

• The number of output (target) values 

• Numerical target values 

• Error tolerance, or acceptable deviation from target 

• Maximum number of iterations 

• Initial number of sample points 

• xi, which controls the exploration of the optimizer 

• the number of restarts when generating new points 

During initialization, the objective function reference (pass by object) and the constraint function 

(pass by object) are also included. The class controlling the Bayesian optimizer also initializes the 

surrogate model object. 

https://github.com/LC-Linkous/bayesian_optimization_python
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The state machine is simple, and steps forward every time the step function is called. The objective 

function is called once per iteration of the controlling class, and the objective function is executed 

every time it is called. When the Bayesian Optimizer is predicting the next point using the 

surrogate model, it calls a function in the parent control class, which then calls the surrogate model 

object. This separation is necessary to preserve the modularity of the optimizer and surrogate 

model libraries.  

Optimizer Step: 

When the optimizer step() function is called, the Bayesian optimizer executes the following 

process: 

• Print a summary of the iteration values if suppress_output is False. 

• For any active particles: 

1. Check if the current location is a global local 

2. Propose a new location through the surrogate model 

2.1 Generate a list of positions, for n number of restarts 

2.1.1 Calculate the expected improvement  

2.2 Use L2 norm to select the position with the best fitness 

 

The following subsections describe the potential surrogate models included in the Bayesian 

Optimizer. 

Radial Basis Function Network 
A Radial Basis Function Network (RBFN) is a type of artificial neural network that employs radial 

basis functions as activation functions. It comprises three distinct layer types: an input layer, a 

hidden layer utilizing a non-linear RBF activation function (typically Gaussian), and a linear 

output layer. The implementation in the AntennaCAT surrogate model library adopts a 

straightforward approach, utilizing the numpy library and basic matrix mathematics rather than a 

machine learning-specific library. RBFNs are widely used for function approximation, time-series 

prediction, and classification tasks. They are highly regarded for their simplicity, ease of training, 

and capability to model complex, non-linear relationships with a smaller number of neurons 

compared to other neural network architectures, resulting in reduced matrix dimensions. 
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Gaussian Process 
A Gaussian Process (GP) [107, 108] is a sophisticated probabilistic model widely employed in 

machine learning and optimization. It defines a distribution over functions, assigning a Gaussian 

distribution to each point in the function's domain. GPs are characterized by their mean function 

(often assumed to be zero) and covariance function (kernel), which dictates the relationships 

between different points. They serve as flexible and powerful tools for regression and uncertainty 

quantification, enabling predictions of both function values and the associated uncertainty. Due to 

their non-parametric nature, GPs can adapt to data of varying complexity, making them 

particularly useful for tasks that require a high degree of accuracy and reliability in predictive 

modeling. 

Kriging 
Kriging, similar to Gaussian Processes, is a technique for data interpolation and approximation. It 

leverages spatial correlation among data points to predict values at unsampled locations. By using 

a linear combination of data points with weights derived from spatial covariance functions (kriging 

models), Kriging estimates values and quantifies prediction uncertainty. This technique is 

particularly advantageous in fields such as spatial statistics, where it provides precise predictions 

and reliable uncertainty estimates based on the spatial relationships of known data points. Kriging 

is a specialized form of regression tailored for spatial datasets, emphasizing the spatial 

autocorrelation structure to enhance prediction accuracy in geospatial applications and beyond. 

Polynomial Regression 
Polynomial regression is a form of regression analysis that models the relationship between the 

independent variable x and the dependent variable y as an n-th degree polynomial function. Unlike 

linear regression, which assumes a linear relationship, polynomial regression can capture complex, 

non-linear relationships between variables. This approach enhances the model’s ability to fit data 

with varying degrees of curvature, making it particularly useful for analyzing data with intricate 

patterns and trends that are not well-represented by linear models. 

Polynomial Chaos Expansion 
Polynomial Chaos Expansion (PCE) [109] is a sophisticated method employed in uncertainty 

quantification and sensitivity analysis. It represents the output of a stochastic model as a series 

expansion involving orthogonal polynomials, such as Hermite, Legendre, or other families, 
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depending on the underlying probability distribution. Each polynomial term corresponds to a 

different order of stochastic variables, capturing the variability and uncertainty inherent in the 

model's parameters or inputs. PCE facilitates the efficient computation of statistical moments, 

including mean and variance, and enables the quantification of how uncertainties in input 

parameters propagate through the model, thereby influencing output variability. 

K-Nearest Neighbors Regression 

Within an optimizer, the K-Nearest Neighbors (KNN) model predicts the objective function's 

value at a new point by leveraging the values of its k nearest neighbors in the sampled data. It 

estimates the function value using the distances and weights of these neighbors, thereby directing 

the optimizer to explore promising regions of the search space. KNN is valued for its simplicity 

and non-parametric nature, which provides flexibility across diverse optimization problems. 

However, its performance may be limited with high-dimensional data, or data with many local 

minima where the neighboring points can cluster.  

Decision Tree Regression 
Decision Tree Regression is a predictive modeling technique designed for continuous target 

variables. It operates by recursively partitioning the data into subsets according to the feature that 

minimizes the mean squared error (MSE) at each split. Each internal node corresponds to a feature, 

while each leaf node represents a predicted value, typically the mathematical mean of the target 

values within that region. This method effectively captures non-linear relationships and offers 

straightforward interpretability. However, it is prone to overfitting the sample data. To improve 

performance and enhance generalization, techniques such as pruning or the use of ensemble 

methods (e.g., Random Forests) are commonly employed. 
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CHAPTER 5 
Machine Learning Assisted Optimization Data Collection 

and Training 
 
Optimizers play a crucial role in machine learning by iteratively adjusting model parameters to 

minimize a specified objective function, thereby enabling models to discern patterns and make 

precise predictions. They are integral to achieving efficient convergence toward optimal solutions, 

which enhances model performance, generalization, and computational efficiency. The 

optimization of the hyperparameters of these optimizers is particularly significant, as different 

optimization algorithms exhibit varying efficacy in identifying the optimal set of hyperparameters 

for specific machine learning models and datasets. The optimizer objective function suite is 

designed for use with AntennaCAT’s internal optimizer suite to offer a comprehensive 

benchmarking framework for assessing the performance of various optimizers in hyperparameter 

tuning tasks [110, 111]. Additionally, it assists in collecting data on optimizer performance to 

suggest hyperparameter values for the AntennaCAT optimizers based on knowledge about the 

number of controllable parameters, and the target metrics of which to optimize. The full objective 

function suite has over 120 function variations, with over 60 unique functions, provided for the 

automated data collection process. These objective functions have largely been pulled from 

literature so that optimizer performance can be compared across publications [73, 112-118]. In 

cases where existing, popular objective functions with desired dimensionality, such as with 10 

inputs and 3 outputs, functions were created and included in the objective function suite. Which 

functions come from existing literature, and which were created for this work are noted extensively 

in the README.md on GitHub. 

 

The objective function suite is available at: 

https://github.com/LC-Linkous/objective_function_suite  

 

This chapter contains a summary of the data collection process, the objective functions used to 

collect data and the criteria for their selection. The Sweep, Bayesian, Sand Cat Swarm, and 

MultiGLODS optimizers were ultimately excluded from the parameter sweep data collection. 

https://github.com/LC-Linkous/objective_function_suite
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These three optimizers were sensitive to parameter variation and problem space during 

experimentation, and so convergence data on them was sparse due to the automation process. A 

brief analysis is provided in Chapter 6 with the results of the training.  

 

In the following objective function sections, the subsets chosen for data collection are grouped 

based on the dimensionality of their input and output. The groups are based on the organization of 

AntennaCAT’s Hyperparameter Prediction Network library, which is described in the next section.  

 

5.1. AntennaCAT MLAO Design Structure  
The AntennaCAT software suite is designed to be modular and expandable. This is especially true 

for the integrated optimization suite and the hyperparameter tuning suggestions trained using the 

objective function library.  The ‘Help Me Choose’ menu that accompanies most of the optimizers 

on the Optimizer page is a straightforward interface designed to provide hyperparameters predicted 

by a neural network library nested in a controller program. This approach has several notable 

benefits. Firstly, as optimizers are added to AntennaCAT, new machine learning models can be 

trained and added to the library without affecting existing models. Likewise, as AntennaCAT 

features are expanded, such as adding more target metrics to the optimizer GUI, the machine 

learning model library can be expanded to match. This is important because while there are a set, 

relatively finite, number of target metrics that can be optimized while designing an antenna, there 

are no such restrictions on the number of parameters in a design that users can load themselves.  

Figure 37 shows a high-level relation between the known values provided from the GUI, the 

Hyperparameter Prediction Network (the ‘Help Me Choose’ network), and the predicted 

hyperparameter values. The known numerical values, the number of controllable parameters and 

the number of target values, are not explicitly user input to reduce the margin of error during 

operation. Instead, the number of controllable parameters is set when a user selects which 

controllable, detected parameters on the Optimizer page are allowed to be changed by 

AntennaCAT, and the number of targets are set when the optimizer is selected via the ‘Select 

Optimizer’ button. Navigating tabs will not trigger this process.  
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Figure 37 A high level overview of how the ‘Help me Choose’ Optimization Page option where known values from the GUI 
are used to select which machine learning model will be used to predict the hyperparameters.   

 

 

Figure 38 The generalized process where the specific optimizer has been selected. The number of controllable 
parameters and number of target values are first used as inputs to the model selector to decide which machine learning 
model will be used to predict hyperparameters, and then as inputs to predict the hyperparameters.  

Related to Figure 37, Figure 38 shows a generalized process for using the known parameters to 

predict the optimizer hyper parameters. The selected optimizer when a ‘Help Me Choose’ option 

is selected will be used to select which optimizer on the Hyperparameter Prediction Network 

library will be used. When an optimizer is narrowed down, then the number of controllable 

parameters and number of target values are passed through as inputs to the model selector to decide 
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which machine learning models should be utilized with the known configuration. After the model 

has been selected, the number of controllable parameters and the number of target values are used 

as inputs to predict the hyperparameters, which are returned in an array back to the optimizer to 

be parsed into text. Neural networks were used due to their versatility, but a variety of machine 

learning models could be adapted to this problem. Due to how the library is organized, machine 

learning models for each optimizer, or even for each grouping of functions, do not need to be the 

same type. 

The following sections discuss the data collection methodology, the objective functions used to 

collect the data, and training methodology for the machine learning models.   

 

5.2 Data Collection Methodology  
Of the eleven optimizers included in AntennaCAT’s internal optimizer library, seven were used for 

data collection. Table 2 lists the total number of parameter combinations generated for each of the 

seven optimizers used. The parameter value ranges chosen were based on several criteria: are they 

practical for optimization using simulation instead of an objective function; are weight parameters 

practical for the size of the feasible decision space; and are any parameters known either in 

literature or experimentally to cause drastic variation in the optimizer performance. 

Table 2 The total number of parameter combinations for the seven optimizers used with the objective function data 
collection. 

Optimizer # Parameter 
Combinations 

Optimizer # Parameter 
Combinations 

Traditional PSO 6174 Quantum Insp. Cat Swarm 2560 
Time modulated PSO 12348 Chicken Swarm 1334 
Quantum Insp. PSO 2880 Quantum. Insp. Chicken Swarm 5376 
Cat Swarm  2560   

 

For all swarm-based optimizers, weight values under 0.2 were not used, nor were increments 

smaller than 0.05.  In the case of criteria 1, this led to the Chicken Swarm optimizer having a 

maximum of 3 flocks within a single swarm instance and limiting the total size of the swarm while 

attempting to balance the particles between the four categories.  Likewise, the number of copies 

created by Cat Swarm Optimization were limited due to the cost of simulation needed to evaluate 

potential new location values on top of the total size of the swarm.  
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The Sweep, Bayesian, Sand Cat Swarm, and MultiGLODS optimizers were excluded due to their 

high sensitivity to the parameter selection and problem space, and how this was handled in the 

automated data collection process. The Sweep optimizer would converge on the first data sample 

on many objective functions due to the lower bounds of the problem being a target on the pareto 

front. This caused data collection for this optimizer to be sporadic, and due to the small feasible 

decision space, low resolution search grids always found an acceptable solution if the resolution 

value was set low enough. Convergence was sporadic for the Bayesian optimizer and Cat Swarm 

Optimizer on the selected objective function sets during the parameter sweep. Due to their limited 

input parameters, it was decided to recommend experimentally found values. The MultiGLODS 

algorithm was noted by the authors to be sensitive to parameter changes, and this was confirmed 

via experimentation. The authors’ suggested parameters are used as a default. 

Table three shows the default values used for the automated data collection scripts. In cases where 

other error tolerance variables were used, this was noted in Chapter 4 with the respective optimizer.  

Table 3 Constant values used in the automation process for the optimizer parameter sweep.  

Iterations Per 
Combination 

Error Tolerance Maximum 
Iterations 

Boundary 
Selection 

100 10e-25 10000 Random (1) 
 

For all parameter configurations run on an objective function, 100 iterations were performed. 

When boundary conditions were enforced, a Random boundary was used as this was 

experimentally found to be the most stable options across optimizers and objective functions. The 

error tolerance was set to 10e-25, which ensured that in most cases the optimizer ran until the 

maximum iteration completion condition was triggered. On rare occasions, large enough swarms 

spawned particles close to global minima and the optimum solution was returned. 

During the 100 iterations of each parameter combination, a log file recorded the following: 

parameter configuration index, trial number, objective function ID, number of input variables, 

number of output variables, the best fitness evaluation when the completion condition was 

triggered, the iteration that the best fitness was found, the optimized solution, the optimized 

outputs, the targe values, the objective function lower bounds, and the objective function upper 

bounds. Also logged were the optimizer specific parameters. 
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5.3 Objective Functions: Single Input, Single Output  
 

 

Figure 39 The nine functions used in the single-input, single-output objective function subset for data collection. Top: eq. 
19, eq. 20, eq. 21. Middle: eq. 22, eq. 23, eq. 24. Bottom: eq. 25, eq. 26, eq.27. 

There are nine functions used in the single-input, single-output objective function subset. Figure 

39 shows the bounded evaluation of these functions where 𝑥1 is evaluated on the interval [0,1]. 

Below are the equations for these objective functions. 

Ackley Function: 

𝑓(𝑥) = −20.0 ⋅ 𝑒𝑥𝑝 (−0.2 √|𝑥|) − 𝑒𝑥𝑝(𝑐𝑜𝑠(2𝜋𝑥)) + 20 + 𝑒 (𝑒𝑞. 19) 

Rosenbrock Function: 

𝑓(𝑥) = (1 − 𝑥)2 + 100(𝑥 − 1)2 (𝑒𝑞. 20) 

Griewank Function: 

𝑓(𝑥) =
𝑥2

4000
− cos (

𝑥

√1
) + 1 (𝑒𝑞. 21) 

AntennaCAT Function 1: 

𝑓(𝑥) = sin(5𝑥3) + cos(5𝑥) (1 − tanh(𝑥2)) (𝑒𝑞. 22) 

 

  
  
 

  
  
 

  
  
 

  
  
 

  
  
 

  
  
 

  
  
 

  
  
 

  
  
 



101 
 

Rastrigin Function: 

𝑓(𝑥) = 𝑥2 − 10 cos(2π𝑥) + 10 (𝑒𝑞. 23) 

Schwefel Function: 

𝑓(𝑥) = 𝑥 sin (√|𝑥|) (𝑒𝑞. 24) 

AntennaCAT Function 2: 

𝑓(𝑥) = sin(10𝑥5) + cos(5𝑥) (1 − tanh(𝑥3)) (𝑒𝑞. 25) 

AntennaCAT Step, 1-Dimensional Function: 

𝑓(𝑥) =

{
 
 
 

 
 
 

1, 𝑥 < 0
0, 𝑥 = 0

0.5, 0 < 𝑥 ≤  0.25
1, 0.25 < 𝑥 ≤ 0.3

1.25, 0.3 < 𝑥 ≤ 0.4
1.5, 0.4 < 𝑥 ≤ 0.5
2, 0.5 < 𝑥 ≤ 0.75
3, 𝑥 > 0.75 

(𝑒𝑞. 26) 

Sphere Function: 

𝑓(𝑥) = 𝑥2 (𝑒𝑞. 27) 
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5.4 Objective Functions: Two Input, One Output   
 

 

Figure 40 The nine functions used in the two-input, single-output objective function subset for data collection. Top: eq. 
28, eq. 29, eq. 30. Middle: eq. 31, eq. 32, eq. 33. Bottom: eq. 34, eq. 35, eq. 36. For each function, the left plot shows a 3D 
projection of the solution space, and the plot on the right shows a top view of the solution space, with the global minima 
marked in red. 

There are nine functions used in the two-input, single-output objective function subset. For each 

equation, Figure 40 shows the 3D projection of the solution space on the left and the top-view 

contour plot with the global minimum (or a global minimum candidate) marked in red. These 

equations are bound based on the descriptions provided by their respective authors. For more 

information, view the README.md on the objective function library repository on GitHub [49]. 

Below are the equations for these objective functions. 

Booth Function: 

𝑓(𝑥1, 𝑥2) = (𝑥1 + 2𝑥2 − 7)
2 + (2𝑥1 + 𝑥2 − 5)

2 (𝑒𝑞. 28) 

Sphere 2-Dimensional Function: 

𝑓(𝑥1, 𝑥2) = 𝑥1
2 + 𝑥2

2 (𝑒𝑞. 29) 
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Ackley 2-Dimensional Function: 

𝑓(𝑥1, 𝑥2) = −𝑎 exp(−𝑏√
𝑥1
2 + 𝑥2

2

2
)− exp(

cos(𝑐𝑥1) + cos(𝑐𝑥2)

2
) + 𝑎 + exp(1) (𝑒𝑞. 30) 

Rosenbrock Function: 

𝑓(𝑥1, 𝑥2) = (𝑎 − 𝑥1)
2 + 𝑏(𝑥2 − 𝑥1

2)2 (𝑒𝑞. 31) 

Himmelblau’s Function: 

𝑓(𝑥1, 𝑥2) = (𝑥1
2 + 𝑥2 − 11)

2 + (𝑥1 + 𝑥2
2 − 7)2 (𝑒𝑞. 32) 

Rastrigin Function: 

𝑓(𝑥1, 𝑥2) = 20 + (𝑥1
2 − 10cos(2π𝑥1)) + (𝑥2

2 − 10 cos(2π𝑥2)) (𝑒𝑞. 33) 

Bukin N. 6 Function: 

𝑓(𝑥1, 𝑥2) = 100√|𝑥2 − 0.01𝑥1
2| + 0.01|𝑥1 + 10| (𝑒𝑞. 34) 

Styblinski-Tang Function: 

𝑓(𝑥1, 𝑥2) = 0.5[(𝑥1
4 − 16𝑥1

2 + 5𝑥1) + (𝑥2
4 − 16𝑥2

2 + 5𝑥2)] (𝑒𝑞. 35) 

Eggholder Function: 

𝑓(𝑥1, 𝑥2) = −(𝑥2 + 47) sin (√|𝑥2 +
𝑥

2
+ 47|) − 𝑥1 sin (√|𝑥1 − (𝑥2 + 47)|) (𝑒𝑞. 36) 
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5.5 Objective Functions: Other Multiple Input, One Output  
 

 

Figure 41 The three functions, with multiple variations, used for the multi-input one-output objective function subset for 
data collection.  Top row: DTLZ N1 (eqs. 37-39). Middle Row: AntennaCAT Function 10 (eqs. 40-41) Bottom Row: 
AntennaCAT Function 10 (eqs. 40-41) and AntennaCAT Function 11 (eq .42). For each function, the left plot shows a 3D 
representation of the feasible decision space, some of which have been reduced to 3D space. The right plot shows the 
feasible objective space for the function. 

There are three functions used in the multi-input, single-output objective function subset. Each 

function has several variations for input dimensionality. This is an unusual configuration that is 

possible using AntennaCAT, but is likely to overdefine the design problem.  For each function, 

Figure 41 shows the feasible decision space on the left, and the feasible objective space on the 

right. These equations are bound based on the descriptions provided by their respective authors. 

For more information, view the README.md on the objective function library repository on 

GitHub [49]. Below are the equations for these objective functions. 
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DTLZ N1: 

𝑓𝑖 = (1 + 𝑔)∏cos(
𝜋𝑥𝑗

2
)

𝑀−𝑖

𝑗=1

 for 𝑖 = 1,… ,𝑀 − 1 (𝑒𝑞. 37) 

𝑓𝑀 = (1 + 𝑔)∏cos (
𝜋𝑥𝑗

2
)

𝑀−1

𝑗=1

(𝑒𝑞. 38) 

𝑔 = ∑ (𝑥𝑗 − 0.5)
2

𝑁−1

𝑗=𝑀−1

(𝑒𝑞. 39) 

AntennaCAT Function 10: 

𝑓𝑖 = sin(∏𝑥𝑗

𝑀−𝑖

𝑗=0

) + 𝑐𝑜 s(𝑥0
3)  for 𝑖 = 0,1, … ,𝑀 − 1 (𝑒𝑞. 40) 

𝑓𝑀 = 1 − 𝑥0 (𝑒𝑞. 41) 

AntennaCAT Function 11: 

𝑓𝑖 = 0.5 ⋅ sin(∏𝑋𝑗

𝑀

𝑗=0

+ 𝑋0
3) + sin(𝑋0

2)  for 𝑖 = 0,1,… ,𝑀 (𝑒𝑞. 42) 
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5.6 Objective Functions: One Input, Two Output  

 

Figure 42 The six functions used in the single-input, two-output objective function subset for data collection. Top: ZDT N.6 
(eqs. 43-45), Kursawe (eqs. 46-47). Middle: ZDT N.2. (eqs. 48-50), ZDT N.3 (eqs. 51-53), Bottom: ZDT N.1 (eqs. 54 -56), 
Fonseca Fleming (eqs. 57-58). For each function, the left plot shows a 2D projection of the Feasible Decision Space where 
the Y-axis is comprised of filler values for graphical purposes, and the plot on the right shows the Feasible Objective 
Space with the Pareto front marked in black. 

There are six functions used in the two-input, single-output objective function subset. For each 

equation, Figure 42 has a set of two plots per equation where the plot on the left is the Feasible 

Decision Space with the1-dimesional input plotted on the x-axis, and filler values on the y-axis for 

visualization purposes. The plot on the right of each set is the Feasible Objective Space with the 

Pareto front marked in black. These equations are bound based on the descriptions provided by 

their respective authors. For more information, view the README.md on the objective function 

library repository on GitHub [49]. Below are the equations for these objective functions. 
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ZDT N.6: 

𝑓0 = 1 − exp (−4
𝑥0

(1 + 𝑔)2
) (𝑒𝑞. 43) 

𝑓1 = 1 −
𝑓1
2

1 + 𝑔
(𝑒𝑞. 44) 

𝑔 = 1 + 9(
∑ 𝑥𝑖
𝑛
𝑖=2

𝑛 − 1
)

0.25

(𝑒𝑞. 45) 

Kursawe: 

𝑓0 = ∑ [−10exp(−0.2√𝑋𝑖
2 + 𝑋𝑖+1

2 )]

𝑁−2

𝑖=0

(𝑒𝑞. 46) 

𝑓1 = ∑[|𝑋𝑖|
0.8 + 5 sin(𝑋𝑖

3)]

𝑁−1

𝑖=0

(𝑒𝑞. 47) 

ZDT N.2:  

𝑓0 = 𝑥0 (𝑒𝑞. 48) 

𝑓1 = 𝑔(1 − √
𝑓0
𝑔
)(1 + si n(10π𝑓0)) (𝑒𝑞. 49) 

𝑔 = 1 + 9
∑ 𝑥𝑖
𝑛
𝑖=2

𝑛 − 1
(𝑒𝑞. 50) 

ZDT N.3: 

f0 = x0 (𝑒𝑞. 51) 

𝑓1 = 𝑔(1 − √
𝑓0
𝑔
)(1 + sin(10𝜋𝑓0)) (𝑒𝑞. 52) 

 𝑔 = 1 + 9
∑ 𝑥𝑖
𝑛
𝑖=2

𝑛 − 1
(𝑒𝑞. 53) 

ZDT N.1: 

𝑓0 = 𝑥0 (𝑒𝑞. 54) 

𝑓1 = 𝑔(1 −√
𝑓0
𝑔
) (𝑒𝑞. 55) 

𝑔 = 1 + 9
∑ 𝑥𝑖
𝑛
𝑖=2

𝑛 − 1
(𝑒𝑞. 56) 
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Fonseca Fleming: 

𝑓0 =  1 − exp(−∑(𝑋𝑖 −
1

√𝑛
)
2𝑛

𝑖=1

) (𝑒𝑞. 57) 

𝑓1 = 1 − exp(−∑(𝑋𝑖 +
1

√𝑛
)
2𝑛

𝑖=1

) (𝑒𝑞. 58) 
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5.7 Objective Functions: Two Input, Two Output  
 

 

Figure 43 The eight functions used in the two-input, two-output objective function subset for data collection. First Row: 
CTP1 (eqs. 59-60), Constr Ex (eqs. 61-62). Second Row: Chankong and Haimes (eqs. 63-64), Fonseca Fleming (eqs. 65-
66), Third Row: Poloni 2-Objective (eqs.67-72), Kursawe (eqs.73-74). Forth Row: Binh and Korn (eqs.75-76), Binh and Korn 
Test Function 4 (eqs.77-78) For each function, the left plot shows a 2D projection of the Feasible Decision Space, and the 
plot on the right shows the Feasible Objective Space with the Pareto front marked in black. 

There are six functions used in the two-input, single-output objective function subset. For each 

equation, Figure 43 has a set of two plots where the plot on the left is the Feasible Decision Space. 
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The plot on the right of each set is the Feasible Objective Space with the Pareto front marked in 

black. These equations are bound based on the descriptions provided by their respective authors. 

For more information, view the README.md on the objective function library repository on 

GitHub [49]. Below are the equations for these objective functions. 

 

CTP1: 

𝑓0 = 𝑥0 (𝑒𝑞. 59) 

𝑓1 = (1 + 𝑥1) exp (−
𝑥0

1 + 𝑥1
) (𝑒𝑞. 60) 

Constr Ex: 

𝑓0 = 𝑥0 (𝑒𝑞. 61) 

𝑓1 =
1 + 𝑥2
𝑥1

(𝑒𝑞. 62) 

Chankong and Haimes: 

𝑓0 = 2 + (𝑥0 − 2)
2 + (𝑥1 − 1)

2 (𝑒𝑞. 63) 

𝑓1 = 9𝑥0 − (𝑥1 − 1)
2 (𝑒𝑞. 64) 

Fonseca Fleming: 

𝑓0 =  1 − exp(−∑(𝑋𝑖 −
1

√𝑛
)
2𝑛

𝑖=1

) (𝑒𝑞. 65) 

𝑓1 = 1 − exp(−∑(𝑋𝑖 +
1

√𝑛
)
2𝑛

𝑖=1

) (𝑒𝑞. 66) 

Poloni Two-Objective Function: 

𝐴1 = 0.5 sin(1) − 2 cos(1) + sin(2) − 1.5 cos(2) (𝑒𝑞. 67) 

𝐴2 = 1.5 sin(1) − cos(1) + 2 sin(2) − 0.5 cos(2) (𝑒𝑞. 68) 

𝐵1 = 0.5 sin(𝑥1) − 2 cos(𝑥1) + sin(𝑥2) − 1.5 cos(𝑥2) (𝑒𝑞. 69) 

𝐵2 = 1.5 sin(𝑥1) − cos(𝑥1) + 2 sin(𝑥2) − 0.5 cos(𝑥2) (𝑒𝑞. 70) 
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𝑓0 = 1 + (𝐴1 − 𝐵1)
2 + (𝐴2 − 𝐵2)

2 (𝑒𝑞. 71) 

𝑓1 = (𝑥1 + 3)
2 + (𝑥2 + 1)

2 (𝑒𝑞. 72) 

Kursawe Function: 

𝑓0 = ∑ [−10exp(−0.2√𝑋𝑖
2 + 𝑋𝑖+1

2 )]

𝑁−2

𝑖=0

(𝑒𝑞. 73) 

𝑓1 = ∑[|𝑋𝑖|
0.8 + 5 sin(𝑋𝑖

3)]

𝑁−1

𝑖=0

(𝑒𝑞. 74) 

Binh and Korn Function: 

𝑓0 = 4𝑥0
2 + 4𝑥1

2 (𝑒𝑞. 75) 

𝑓1 = (𝑥0 − 5)
2 + (𝑥1 − 5)

2 (𝑒𝑞. 76) 

Binh and Korn Test Function 4: 

f0 = x0
2 − x1 (eq. 77) 

f1 = −0.5x0 − x1 − 1 (eq. 78) 

 

 

5.8 Objective Functions: Multiple Input, Two Output  
The following equations are used in the data set for multiple-input, two-output objective functions. 

This section was used to create a dataset for training one Hyperparameter Prediction Network 

model designed to take more than 3 inputs. It was trained with inputs of 3, 4, 5, 6, 10, and 20 

dimensional inputs. All the functions except for the Viennet, and Osyczka and Kundu functions 

were used to collect data on all the input dimension variations. The Viennet function was used only 

for 3 input dimensions, while the Osyczka and Kundu function was used for 6 input dimensions.  

Kursawe Function: 

𝑓0 = ∑ [−10exp(−0.2√𝑋𝑖
2 + 𝑋𝑖+1

2 )]

𝑁−2

𝑖=0

(𝑒𝑞. 79) 

𝑓1 = ∑[|𝑋𝑖|
0.8 + 5 sin(𝑋𝑖

3)]

𝑁−1

𝑖=0

(𝑒𝑞. 80) 
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Fonseca Fleming: 

𝑓0 =  1 − exp(−∑(𝑋𝑖 −
1

√𝑛
)
2𝑛

𝑖=1

) (𝑒𝑞. 81) 

𝑓1 = 1 − exp(−∑(𝑋𝑖 +
1

√𝑛
)
2𝑛

𝑖=1

) (𝑒𝑞. 82) 

Osyczka and Kundu: 

𝑓0 = −25(𝑥0 − 2)
2 − (𝑥1 − 2)

2 − (𝑥2 − 1)
2 − (𝑥3 − 4)

2 − (𝑥4 − 1)
2 (𝑒𝑞. 83) 

𝑓1 =∑𝑥𝑖
2

𝑛

𝑖=1

(𝑒𝑞. 84) 

Viennet: 

𝑓0 = 0.5(𝑥0
2 + 𝑥1

2) + sin(𝑥0
2 + 𝑥1

2) (𝑒𝑞. 85) 

𝑓1 =
(3𝑥0 − 2𝑥1 + 4)

2

8
+
(𝑥0 − 𝑥1 + 1)

2

27
+ 15 (𝑒𝑞. 86) 

𝑓2 =
1

𝑥0
2 + 𝑥1

2 + 1
− 1.1 exp (−(𝑥0

2 + 𝑥1
2)) (𝑒𝑞. 87) 

ZDT N.1: 

𝑓0 = 𝑥0 (𝑒𝑞. 88) 

𝑓1 = 𝑔(1 −√
𝑓0
𝑔
) (𝑒𝑞. 89) 

𝑔 = 1 + 9
∑ 𝑥𝑖
𝑛
𝑖=2

𝑛 − 1
(𝑒𝑞. 90) 

ZDT N.2:  

𝑓0 = 𝑥0 (𝑒𝑞. 91) 

𝑓1 = 𝑔(1 − √
𝑓0
𝑔
)(1 + si n(10π𝑓0)) (𝑒𝑞. 92) 

𝑔 = 1 + 9
∑ 𝑥𝑖
𝑛
𝑖=2

𝑛 − 1
(𝑒𝑞. 93) 

ZDT N.3: 

f0 = x0 (𝑒𝑞. 94) 
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𝑓1 = 𝑔(1 − √
𝑓0
𝑔
)(1 + sin(10𝜋𝑓0)) (𝑒𝑞. 95) 

 𝑔 = 1 + 9
∑ 𝑥𝑖
𝑛
𝑖=2

𝑛 − 1
(𝑒𝑞. 96) 

 

ZDT N.4: 

𝑓0 = 𝑥0 (𝑒𝑞. 97) 

𝑓1 = 𝑔(1 − √
𝑓1
𝑔
)(1 − (

𝑓1
𝑔
)
2

) (𝑒𝑞. 98) 

𝑔 = 1 + 10(𝑛 − 2) +∑(𝑥𝑖
2 − 10 cos(4𝜋𝑥𝑖))

𝑛

𝑖=2

(𝑒𝑞. 99) 

ZDT N.6: 

𝑓0 = 1 − exp (−4
𝑥0

(1 + 𝑔)2
) (𝑒𝑞. 100) 

𝑓1 = 1 −
𝑓1
2

1 + 𝑔
(𝑒𝑞. 101) 

𝑔 = 1 + 9(
∑ 𝑥𝑖
𝑛
𝑖=2

𝑛 − 1
)

0.25

(𝑒𝑞. 102) 

 

 

5.9 Objective Functions: Multiple Input, Multiple Output  
The following equations are used in the data set for multiple-input, multiple-output objective 

functions. This section was used to create a dataset for training one Hyperparameter Prediction 

Network model designed to take more than 3 inputs and have more than 2 outputs. The DTLZ 

function set is designed to take broad number of input output dimensionality. The set, however, 

performs better for optimization benchmarking when there is a minimum of four more inputs than 

outputs. Several custom functions were created to supplement this set. These functions are 

included below, and in the objective function library. 
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There are 5 target outputs available for AntennaCAT automated optimization, which naturally 

limits data collection requirements. In Table 4, the input and output dimensionality combinations 

used for the objective functions in this section, are sorted by their output dimensionality. Emphasis 

was placed on lower dimensionality inputs, as those have been more commonly used in 

experimentation with AntennaCAT.  

Table 4  The input and output dimensionality combinations for the multiple-input, multiple-output objective function 
dataset 

# Inputs # Outputs # Inputs # Outputs # Inputs # Outputs 

3 3 4 4 5 5 

4 3 5 4 6 5 

5 3 6 4 10 5 

6 3 10 4 12 5 

12 3 12 4 15 5 

15 3 15 4 20 5 

20 3 20 4 25 5 

 

DTLZ N.1: 

𝑓𝑖 = 0.5 ⋅ 𝑥0 ⋅ (1 − 𝑥1) ⋅ (1 + 𝑔(𝒙𝑴)),  for 𝑖 = 0,1,… ,𝑀 (𝑒𝑞. 103) 

𝒇𝑀 = 0.5 ⋅ (1 − 𝑥0) ⋅ (1 + 𝑔(𝒙𝑴)) (𝑒𝑞. 104) 

𝑔(𝒙𝑴) = 100(|𝐱| +∑(𝑥𝑖 − 0.5)
2

𝑀

𝑖=0

− 𝑐𝑜𝑠(20𝜋(𝑥𝑖 − 0.5))) (𝑒𝑞. 105) 

DTLZ N.2: 

𝑓𝑖 = (1 + 𝑔(𝒙𝑴))∏cos2 (
𝜋𝑥𝑗

2
)

𝑀−𝑖

𝑗

∏ sin2 (
𝜋𝑥𝑗

2
)

𝑀−1

𝑗=𝑀−𝑖+1

 , for 𝑖 = 0,1,… ,𝑀 − 1 (𝑒𝑞. 106) 

𝒇𝑀 = (1 + 𝑔(𝒙𝑴)) ⋅ 𝑠𝑖𝑛(𝑥0𝜋/2) (𝑒𝑞. 107) 

𝑔(𝒙𝑴) = ∑ (𝑥𝑖 − 0.5)
2

𝑥𝑖∈𝒙𝑴

(𝑒𝑞. 108) 

DTLZ N.3: 
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𝑓𝑖 = (1 + 𝑔(𝒙𝑴)) cos (
𝜋𝑥0
2
)∏ sin (

𝜋𝑥𝑗

2
)

𝑀−2

𝑗=1

, for 𝑖 = 0,1,… ,𝑀 − 1 (𝑒𝑞. 109) 

𝒇𝑀 = (1 + 𝑔(𝒙𝑴)) ⋅ 𝑠𝑖𝑛(𝑥0𝜋/2) (𝑒𝑞. 110) 

𝑔(𝒙𝑴) = 100(|𝐱| +∑(𝑥𝑖 − 0.5)
2

𝑀

𝑖=0

− 𝑐𝑜𝑠(20𝜋(𝑥𝑖 − 0.5))) (𝑒𝑞. 111) 

 

AntennaCAT Function 12: 

𝑓𝑖 = ∑ cos (
𝜋𝑥𝑗

2
)

𝑀−1

𝑗=1

+ sin (
𝜋𝑥𝑖
2
) ,  for  𝑖 = 0,1, … ,𝑀 − 1 (𝑒𝑞. 112) 

𝑓𝑀 = sin (
𝜋𝑥𝑀−1
2

) (𝑒𝑞. 113) 

 AntennaCAT Function 13: 

𝑓𝑖 =
1

𝑀
[∑(cos (

𝑖𝜋𝑥𝑗

𝑀
)+ sin (

𝑖𝜋𝑥𝑗

𝑀
))

𝑀

𝑗=0

] , for 𝑖 = 0,1, , … ,𝑀 (𝑒𝑞. 114) 

 

 

5.10 Summarized Model Design, Training, and Results 
A total of 49 neural networks were trained for seven optimizers. For brevity, this section covers 

the general methodology for designing the Hyperparameter Prediction Network models, the 

training, and acceptable result thresholds. Selected examples are shown here, but details on the 

most current version of each machine learning model will be available in the AntennaCAT software 

documentation included on GitHub. Here, these models are referred to as neural networks as that 

was the topology used during development of this process. The currently implemented neural 

networks may be replaced by other topologies or mixed with other topologies in the model library.  

Data was separated first by optimizer, and then by the objective function grouping. Logged data is 

.csv compatible and can be read directly into a Python program using the pandas library. Data was 

read in as a DataFrame and evaluated. In instances where NaN, nulls, or other error values were 

recorded, that instance was removed from the set. These instances were rare and are suspected to 

occur when the automated data collection process was interrupted. The remaining valid data was 
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then separated so that the input and output dimensionality were the inputs to the neural network, 

and the optimizer hyperparameters were the outputs. The L2 norm difference of the optimal 

solution from the target was used in the Mean Squared Error (MSE) error calculation to incorporate 

the convergence performance. The sklearn (scikit-learn) library was used to separate data into 85% 

train, and 15% test.  Training occurred with the torch (PyTorch) library, using the nn package with 

multiple hidden layers. ReLu activation functions were used on every layer of the forward pass.  

At least two hidden layers were used for all networks. In instances where the input and output 

dimensionality were high (e.g., multiple input, multiple output), more hidden layers were used. 

Hidden layers with more nodes performed better on these sets, using 64-96 nodes. 

Network performance was first evaluated by the accuracy, MSE, and rate of false classifications. 

The final validation for if a network was well trained was entering the predicted hyperparameter 

values into the AntennaCAT GUI and testing on a low-dimensionality replication study (typically 

the rectangular patch). If the optimizer failed to converge with an error tolerance of less than 10e-

3, with a maximum iteration limit of 600, on more than three attempts, the training process was 

restarted and the network potentially redesigned. Ultimately, networks that had an accuracy over 

95%, even if they indicated some bias towards specific objective functions were considered as the 

predictions were close enough for practical purposes. For instance, when predicting the bird 

categories for chicken swarm, there is no practical distinction between having one swarm with a 

rooster, three hens, five mother hens, and four chicks, versus a swarm that has five chicks in terms 

of short-term objective cost. However, when applied to traditional PSO, it was observed that the 

balance between the predicted weights had a higher impact on the performance than the exact 

weight values. That is, for traditional PSO, with closely predicted velocity limits and within the 

typically predicted 10-13 particle swarm size, it was not atypical for predicted weights to range 

from 0.7-0.85, with at least two of the three weights being within 3% of each other. 

Valid predictions also tended to be within a specific range, rather than specific values. For instance, 

when training the neural network for the two-input, two-output objective function group with the 

traditional particle swarm optimizer, mathematically the MSE varied by as much as 3 on 

predictions where if all variables except for the number of particles (qty. 10-13) were within 2%. 

For PSO, unless the time and computational cost of the simulation are high, there is limited 

practical difference between 10 and 11, or even 10 and 13 particles. This suggests that there may 
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be some benefit to timing the simulation run time during AntennaCAT’s tuning process and 

adjusting hyperparameters based on the length of the simulation time. This utility is further 

discussed in the next section as a near-future expansion. 

 

5.11 Hyperparameter Prediction Network Model Expansion 
The objective function and optimizer combinations used to collect data for these models have been 

heavily covered in this chapter. During the design and testing of these models, consideration was 

given to addressing two design necessities. Firstly, between the prediction of the hyperparameter 

values and the output of the ‘Help Me Choose’ tab on the GUI, processing must be done to ensure 

that predicted values are valid inputs into the optimizer. While a properly trained ML model should 

not output values that are drastically outside of the expected, due to the modular nature of the 

library, the potential for unforeseen update factors as the library expands, and that the optimizers 

expect specific value formats, this layer of error checking is necessary.  For instance, the swarm-

based optimizers expect integers for the size of the swarm. While it is trivial to convert a float to 

an integer at the optimizer, as the Hyperparameter Prediction Network becomes more intelligent, 

it will be highly relevant for the controller to have access to the values that are run in the optimizer 

instances.  

Secondly, while basic validation could be evaluated with accuracy predicting a test subset of data, 

the MSE for the predictions while training and testing, and analyzing the rate of false 

classifications, the final validation of a network could only be done with simulation. During testing 

and validation, with 49 neural networks in the model library, it was not reasonable to test every 

potential model candidate with multiple antenna topologies and multiple trials of optimization with 

simulation. The parameters were tested on the optimizers, but this remains a partial validation of 

the problem. 

With these in mind, the trends discussed in section 5.10 regarding prediction ranges suggest that 

the next step for the Hyperparameter Prediction Network models, controller, and the ‘Help Me 

Choose’ GUI element is to integrate live tuning based on simulation results, runtime, and if 

possible, knowledge of computational resources. Previously, AntennaCAT has not tracked the time 

for simulations to run to completion, but by tracking the simulation time and using it as a proxy 
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for the objective function cost, the Hyperparameter Prediction Network could make adaptive 

predictions to further streamline the optimization process.  

 

 

Figure 44 The generalized process where the specific optimizer has been selected. The Known Values have been 
expanded from Figure 37 to include information that supports an expansion of the Hyperparameter Prediction Network. 

Figure 44 includes the expansion to the ‘Known Variables’ in the MLAO design structure shown 

in Figure 37. Rather than relying only on knowledge of the selected optimizer, the number of 

controllable parameters, and the number of target values, it would be beneficial to include the last 

simulation time, a live tuning option for users to select static or adaptive hyperparameters, and 

other variables that set optimizer-specific limits. For example, for optimizers such as the swarm-

based optimizers, limiting the size of the swarm could be an additional input to the neural network 

library, which would act as another reference point for predicting hyperparameters, and set a 

maximum limit for prediction values, which would in turn set a limit on the maximum cost per 

generation of a swarm.  
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CHAPTER 6 
Applications for Antenna Design 

Presented thus far has been the motivation, design, and implementation of the AntennaCAT 

software suite. This chapter presents two examples of the utilization of AntennaCAT’s automated 

tuning capabilities. Antenna measurements in this section were conducted in two ways. The S11 

measurements were taken on a Keysight FieldFox Series N9912A Network Analyzer. 3D gain 

measurements were taken in isolation using an ETS Lindgren anechoic chamber and automated 

control system. 

The first design presented in this section, a Wi-Fi 6E probe-fed planar antenna, was created using 

the imported .DXF from Figure 6, and then manually edited to include extra parameters.  This 

design was then imported back into AntennaCAT. The second design, a dual-band 5 GHz and 6 

GHz Wi-Fi antenna was imported as an existing planar antenna. To simplify the experimentation 

process, both designs were limited to the following controllable parameters: the scale of the 

imported .DXF design in the X and Y directions, and the X and Y locations of the probe feed. 

These designs had been previously optimized manually, so it was known that these were the 

minimum parameters needed to reach the set target values.  The target S11 values were -10 dB or 

lower, and the minimum acceptable gain was set to 2 dB. The target values were chosen to increase 

the likelihood of the PSO algorithm converging to a solution. Each design was optimized five 

times, starting with the original configuration, and the best result was selected for discussion. All 

trials converged within 25 generations (with 5 particles), and results between trials were negligible 

given the easily met target metrics.  

6.1 Wi-Fi 6E Automated Tuning 
To create this design, the AntennaCAT logo was imported as a .DXF and used to create a simple 

planar antenna with a copper ground plane. Some manual editing was done to remove stray lines 

in HFSS due to the conversion between .TIFF and .DXF leaving relics. Additional 

parameterization was added to the .DXF import for the X and Y axis directions to add a scaling 

factor.  Addressing polygon simplification is beyond the scope of the AntennaCAT software as it 

currently exists, but may be possible in the future. The planar antenna was simulated as is shown 

in Figure 45 c), where the orange represents the copper conductor, and the blue area was milled 
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out in construction. Double-sided copper FR4 with a permittivity of 4.4 and a thickness of 1.6 mm 

was used in simulation.  

 

Figure 45 The 6E Wi-Fi antenna created with the AntennaCAT logo. a.) The optimized resonant frequency of -12 dB at 6 
GHz, b.) The gain of the AntennaCAT logo patch antenna, c.) a front view of the Ansys HFSS simulated patch antenna.   

The antenna in Figure 45 was simulated with a probe fed through the copper ground plane on the 

back. This antenna had a simulated resonance of -12 dB at 6 GHz, and a gain of 5.96 GHz. To 

verify the simulated design, the patch antenna was milled using double-sided FR4.  

 

Figure 46 Six versions of epoxy-treated AntennaCAT logo cat-shaped antennas used for validating optimizer results. 
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Figure 46 shows 6 variations where the milled antennas were treated with dyed epoxy. Five of the 

antennas, aside from the dark pink (3rd from the right) were treated with glow-in-the-dark UV-

cured epoxy. The dark pink antenna was treated with an acrylic-based epoxy and left to air-dry.  

The probe feed location is visible in the center with the silver solder. In experimentation, the epoxy 

added to the milled areas did not shift the frequency in the measured bands. Figure 47 shows the 

five antennas treated with glow-in-the-dark epoxy excited by UV light.  

 

Figure 47 The five AntennaCAT logo antennas treated with glow-in-the-dark epoxy being excited by UV light in a dark room. 

 

 

Figure 48 The measured S11 of three of the glow-in-the-dark epoxy-treated milled AntennaCAT logos antennas.  

The return loss (S11) of the AntennaCAT logo patch antennas is plotted in Figure 48. Three 

examples, the green, orange, and pink glow-in-the-dark epoxy treated antennas, are included in 
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this plot. These three antennas are in good agreement with each other, and all three show the slight 

shift upwards in frequency that occurred in the manufacturing process with this set, though the 

return loss for all three is at or below -10 dB at 6 GHz. The epoxy did not affect the S11 in the 6 

GHz band. The epoxy treatment was experimentally noted to shift frequencies lower at 10 GHz 

and above with this design. However, the antenna was not designed for bands above 6 GHz, and 

further experimentation would need to be conducted to determine if that shift is reliable. Figure 

49, below, shows the measured gain of the orange epoxy treated AntennaCAT logo antenna. The 

maximum gain occurred at 6085 MHz, at 1.8 dB. This was typical across this set, and it is strongly 

suspected to be caused by a slight shift in the probe location caused while drilling through the FR4. 

This design is extremely sensitive to shifts in the probe location due to the complex geometry. 

However, this design still demonstrates the ability of AntennaCAT to import and optimize designs. 

 

 

Figure 49 The measured gain of the milled AntennaCAT logo antenna treated with orange epoxy. The maximum gain 
occurred with the azimuthal measurement at 6085 MHz, at 1.8 dB. 

 

 



123 
 

6.2 Dual-Band 5 GHz, 6 GHz Wi-Fi Antennas 
This planar design was created and parameterized manually. It uses the same probe-fed planar 

antenna base (1.6 mm FR4 substrate with copper ground plane) that AntennaCAT uses as a default 

planar setup to retain some consistency between the presented examples. The .DXF was imported 

and intersected with a copper sheet to create the conductor, and parameterization was added for 

the X and Y axis scaling. The probe was placed towards the left ear to encourage placement for 

cosmetic reasons.  The planar antenna as it was simulated is shown in Figure 50 c), where the 

orange represents the copper conductor, and the yellow is the visible FR4 substrate. Double-sided 

copper FR4 with a permittivity of 4.4 and a thickness of 1.6 mm was used in simulation and 

construction of the antenna.  

 

Figure 50 The dual-band 5 GHz and 6 GHz Wi-Fi antenna created with the simplified cat patch planar antenna. a.) the gain 
plot for the 5 GHz frequency, b.) the gain plot for the 6 GHz frequency, c.) a front view of the Ansys HFSS simulated patch 
antenna, and d.) the simulated S11. 

 

Figure 51 shows the milled cat patch antenna on 1.6 mm double-sided copper clad FR4, on the 

right with the rectangular ground plane. The design on the left of Figure 51 is the tuned version of 
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the rectangular patch placed on to a circular ground plane. Both designs are probe-fed from the 

back.  The results of measurements with the FieldFox and anechoic chamber are shown in Figures 

52 and 53, where the measured and simulated results are compared for the resonant frequency and 

gain, respectively.   

 

 

Figure 51 Two milled variations of the dual-band 5 GHz and 6 GHz cat-shaped patch antenna used for verifying optimizer 
results. The rectangular ground plane version was simulated and tuned using the AntennaCAT software. The round version 
on the left differs only in ground plane construction.  

 

In Figure 52, both the rectangular and circular ground planes are measured to demonstrate the 

higher tolerance of this design to manufacturing changes. Unlike the complex AntennaCAT logo 

design, this design is tolerant of probe location and milling resolution. The resonant frequencies 

in Figure 52 are in good agreement, though the 5 GHz return loss of the rectangular patch 

performed better. The gain of the rectangular patch taken as the azimuth and elevation angles 

shows the performance at 5 and 6 GHz. The results are in good agreement, though there is some 

variation due to the variation caused by hand drilling the FR4.  
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Figure 52 The measured S11 of the milled cat-shaped patch antennas for 5 GHz and 6 GHz. Two variations were simulated: 
the cat-shape design implemented with a rectangular ground plane, and the cat-shape design with a round ground plane.  

 

 

 

Figure 53 The measured gain of the milled cat-shaped patch antennas. Left, the azimuthal value measuring the 5 GHz 
frequency polarized from cheek-to-cheek. Right, the elevation measuring the top-to-chin polarized 6 GHz band.  
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CHAPTER 7 
Conclusion 

 

The Antenna Calculation and Autotuning Tool (AntennaCAT) software suite represents a 

significant advancement in the field of antenna design by automating the entire design, CAD, 

simulation, and optimization process compatible with several EM simulation software suites. It is 

the first comprehensive implementation of machine learning in this context. In particular, this work 

includes the capability to create and export structured datasets from the aforementioned EM 

software for iterative improvement and includes an expandable selection of optimizers. 

AntennaCAT promotes research replication with its antenna calculator for three topologies 

(rectangular patch antenna, half-wave monopole, and quarter-wave dipole) and an expandable 

internal library of parameterized replication study designs. The software supports importing 

existing scripts and loading in project references for file modification. All calculated, replicated, 

imported, and loaded projects are compatible with the eleven optimizers included in the internal 

optimizer suite, which include eight swarm-based optimizers, a Sweep optimizer with random and 

grid search options, a Bayesian optimizer, and optional surrogate model kernels to reduce 

computational needs. In total, there are 90 optimizer-surrogate model combinations, and additional 

configurations such as boundary condition handling which may cause unique optimizer behavior. 

With the internal design options, this creates more than 1,500 combination options for users to 

choose from, and then customize.  

The AntennaCAT software suite addresses the broad range of design optimization options by 

leveraging data collected from single-objective and multi-objective benchmark functions to train 

neural networks in the Hyperparameter Prediction Network models. These networks suggest 

optimizer hyperparameters based on the number of controllable problem variables and the number 

of target values being optimized. The near-future expansion of this feature to include tracking 

simulation times and adjusting parameters such as maximum swarm size, or weights, as a proxy 

variable for assessing computational cost was discussed in Chapter 5.  

While AntennaCAT is designed to be a constantly evolving project that will continue to incorporate 

more replication studies, optimizers, compatible EM simulation software suites, and other features, 

this document has detailed the methodology behind AntennaCAT from conception to execution.  
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It has also described the process of the generation, customization, scripting, CAD creation, 

simulation, and optimization that can be used to replicate existing research or create unique custom 

designs. In Chapter 6, two examples of probe-fed planar antennas were created using the 

AntennaCAT software suite, simulated, manufactured, and then evaluated in an anechoic chamber. 

The manufactured antennas were in good agreement with the simulated designs. Variations 

between simulation and measurement can be largely attributed to variations in permittivity 

between the simulated 4.4 and the actual material, hand drilling probe locations for the small patch 

antennas, and manufacturing tolerance with the milling process.  
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9.3 Public Repositories 
All software, aside from the proprietary electromagnetics software used for simulations, is 

available open source online. The software repositories summarized here are written in Python, 

though versions in other languages may be available from their respective authors.  
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https://github.com/LC-Linkous/AntennaCalculationAutotuningTool 

The AntennaCalculator: 

Command Line Version: E. Karincic, L. Linkous, AntennaCalculator (Version 1.0), GitHub, [source 
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L. Linkous, sweep_Python (Version 1.0), GitHub, [source code]. Available:   https://github.com/LC-

Linkous/sweep_Python  
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L. Linkous, bayesian_optimization_Python (Version 1.0), GitHub, [source code]. Available:   

https://github.com/LC-Linkous/bayesian_optimization_Python  

L. Linkous, surrogate_modeling_optimization (Version 1.0), GitHub, [source code]. Available:   
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MultiGLODS Optimizer: 

J. Lundquist, L. Linkous, multi_glods_Python (Version 1.0), GitHub, [source code]. Available:  

https://github.com/jonathan46000/multi_glods_Python  

Optimization Function Library: 

 L. Linkous, objective_function_suite (Version 1.0), GitHub, [source code]. Available: 

https://github.com/LC-Linkous/objective_function_suite  

Conference Paper Repositories: 

L. Linkous, 2024_URSI_NRSM_1265 (Version 1.0), GitHub, [source code]. Available: 

https://github.com/LC-Linkous/2024-URSI-NRSM-1265  

L. Linkous, 2024_APS_URSI_3323 (Version 1.0), GitHub, [source code]. Available: 

https://github.com/LC-Linkous/2024-APS-URSI-3323  

GeneticCAT Repository: 

L. Linkous, GeneticCAT (Version 1.0), GitHub, [source code]. Available: https://github.com/LC-

Linkous/GeneticCAT  
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